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Chapter 1

Introduction

The name “Physics of Matter” is very comprehensive. It includes a number of different research
fields, distinguished by the size of the studied objects and characterised by different experimental
methods and theoretical approaches: from elementary particles to matter at the cosmological scale.
In these lecture notes, we focus our attention on atomic aggregates of condensed matter, mainly
large aggregates where the number of atoms of the order of 1023; in some cases we consider molecules
and nanoclusters too.
It is convenient to distinguish two types of physical properties of condensed matter,

1. equilibrium properties, such as structure, specific heat, thermal expansion, magnetisation,
electric polarisation,

2. non equilibrium properties, including transport properties such as thermal conductivity and
electrical conductivity

and two different approaches to their treatment,

a) macroscopic approach
b) microscopic (atomistic) approach

Note: “Macroscopic” and “microscopic” are conventional terms: microscopic means here at the
atomic or subatomic level. In other situations, the term microscopic refers more exactly to
objects of µm (micrometer) size, and the term nanoscopic to objects of nm (nanometer) size.

1.1 Macroscopic approach

The macroscopic approach is based on the measurement of macroscopic quantities, without any
attempt at detecting and measuring the properties at the microscopic (atomistic) scale.

1.1.1 Equilibrium properties

A powerful approach to the equilibrium properties of systems composed of a very large number of
elementary entities (e.g. atoms) is represented by Thermodynamics.
The equilibrium state of a thermodynamic system is described in terms of a little number of
macroscopic coordinates (volume, temperature, magnetisation, electrical polarisation, and so on).
The physical properties of the system are described by a number of phenomenological relationships
among the thermodynamic coordinates (e.g the equations of state). The Laws of Thermodynamics
impose constraints between macroscopic quantities, establish evolution criteria for physical and
chemical processes, allow one to find unifying criteria for phenomena of very different nature.
Example 1: The constant-volume heat capacity Cv, the constant-pressure heat capacity Cp, the

isothermal compressibility χT and the coefficient of volume thermal expansion β are different

1
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for different substances. Their values and their temperature dependencies cannot be deter-
mined from thermodynamic considerations, and have to be experimentally measured for each
substance. As a consequence of the law of thermodynamics, one can however show that the
four quantities are connected by the general relation Cp − Cv = TV β2/χT , valid for every
substance.

Example 2: Phase transitions can be classified according to their thermodynamic behaviour (first-
order transitions and continuous transitions). Phase transitions of completely different nature
(critical transition of fluids, ferromagnetic transition, ferroelectric transition, superfluid tran-
sition and so on) can be treated within the unifying framework of the thermodynamic Landau
theory.

Thermodynamic functions

The thermodynamic properties of a system are generally expressed by a suitable function of a set
of suitable coordinates. Different choices of thermodynamic functions are possible, according to
the nature of the problem.
The internal energy

U = U(S, V, {ni}, {Xj}) , (1.1)

is a function of a set of extensive coordinates: S is the entropy, V is the volume, {ni} are the molar
quantities of the components, {Xj} are additional coordinates describing for example magnetisa-
tion, electrical polarisation, etc. For a system with no additional {Xj} coordinates,

U = U(S, V, {ni}) , (1.2)

whose differential form expresses the conservation of energy for a pure substance:

dU = T dS − p dV +
∑

i
µi dni , (1.3)

where µi = ∂U/∂ni are the chemical potentials.
For different choices of the independent coordinates, the information content is maintained by new
thermodynamic functions, obtained from U(S, V, n) through Legendre transforms:

- the enthalpy
H(S, p, {ni}) = U + pV , (1.4)

- the Helmholtz function (or Helmoltz free energy)

F (T, V, n) = U − TS , (1.5)

- the Gibbs function (or Gibbs free energy)

G = G(T, p, n) = H − TS = U + pV − TS . (1.6)

Phase diagrams

Temperature–pressure diagrams (T − p) are generally employed for pure substances.
The T -p plane is partitioned into regions, corresponding to homogeneous phases, each one charac-
terised by a smooth dependence on T and p of the macroscopic properties: typically molar entropy
and molar volume, but in some cases even viscosity, magnetic susceptibility, etc. The phase re-
gions are separated by coexistence curves, where the macroscopic properties undergo discontinuous
variations. Three coexistence curves meet at a triple point.
The phase diagrams can be obtained by macroscopic experimental techniques, such as differential
scanning calorimetry (DSC).
The simplest T −p diagrams are used to distinguish the three states of aggregation of matter: gas,
liquid, solid (we neglect here the high-temperature ionized gas, or plasma state). Notice however
that:
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- The liquid and gas states can be considered as different modifications of one single phase,
the fluid phase (the liquid-gas coexistence curve terminates at the critical point).

- A number of different solid crystalline phases are possible for the same substance at different
T, p values (allotropy or polymorphism).

- The phase diagram of helium is characterised by two different liquid phases, the normal one
and the superfluid one.

Example: As an example of allotropy, let us consider tin (Sn) at ambient pressure. Depending
on temperature, two allotropic forms are possible, which can be distinguished in terms of
macroscopic properties (e.g. electrical conductivity) as well as in terms of atomic structure:
- below Tc ' 286K, phase α (grey tin); diamond structure; semiconductor;
- above Tc ' 286K, phase β (white tin); body-centered tetragonal; metal.

The equilibrium states are characterised by extremum properties of a suitable thermodynamic
function. For example, if T and P are held constant, the stable equilibrium phase of the system is
characterised by the minimum value of the Gibbs free energy.

Equations of state

The equation of state of a pure substance is a function connecting the thermodynamic variables,
f(p, V, T ) = 0.
The equation of state of the ideal gas is well known. Different equations of state have been proposed
for real gases, the simplest one being the Van der Waals equation.
At present, there is no single equation of state that can describe the properties of all substances
under all conditions.
A number of equations of state have been proposed for solids, which in general try to describe the
relation between volume and pressure, neglecting the generally weaker temperature effects.

Statistical Thermodynamics

The macroscopic approach of classical Thermodynamics is connected to the microscopic description
by statistical thermodynamics. In statistical thermodynamics, the thermodynamical properties are
expressed by the partition function

Z =
∑

i
gi exp(−Ei/kBT ) (1.7)

where the sum is over all the possible energy levels of the entire system. In (1.7), Ei and gi are the
energy value and the degeneracy of the i-th level, respectively, and kB is the Boltzmann constant.
The most direct connection between macroscopic and statistical thermodynamics is represented by
the relation between the Helmholtz F function and the partition function Z:

F = −kB T lnZ . (1.8)

The relation between internal energy and partition function is

U = kB T
2

(
∂ lnZ

∂T

)
V

. (1.9)

Finally, the relation between Gibbs function and partition function is

G = kB TV

(
∂ lnZ

∂V

)
T

− kB T lnZ . (1.10)

All thermodynamic properties can be derived from the partition function Z. To calculate Z it is
necessary to know the energy levels Ei and their degeneracy.
Note: If the energy levels Ei of (1.7) include a contribution of potential energy due to external

fields, the connection between Z and the thermodynamic functions is less simple. For example,
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for a magnetic system the total energy includes the potential energy −MH, which doesn’t
contribute to the internal energy U . The total energy corresponds to the magnetic enthalpy
H∗ = U −MH and the partition function is connected to the magnetic Gibbs function:

G∗ = H∗ − TS = −kB T lnZ

.

1.1.2 Non-equilibrium properties

Only for thermodynamic equilibrium states are all thermodynamic quantities defined. A large
number of systems and phenomena cannot however be described by equilibrium thermodynamics.

Static non-equilibrium states

A number of systems are characterised by constant values of the macroscopic properties (and of
the microscopic structural properties) even in the absence of thermodynamical equilibrium. One
can distinguish

a) metastable equilibrium states, corresponding to a partial minimum of the suitable thermo-
dynamic function, for example the Gibbs function for (T, p) systems;

b) non-equilibrium states, for which the suitable thermodynamic function is not at a minimum
value (be it partial or total).

The existence of metastable states and of non-equilibrium states depends on the kinetics at the
atomic level. Let us give two significant examples.
Example 1: Carbon (6–C) has two crystalline phases, graphite and diamond, which are thermo-

dynamically stable in different regions of the (T, p) plane, and have very different physical
properties (e.g. graphite is a good electrical conductor. diamond is an insulator). Below
about 10 kbar, the stable phase is graphite. Diamond is the stable phase above about 10 kbar.
At ambient pressure, the diamond phase is metastable. Diamond can be formed only at very
high pressures. At ambient pressure and room temperature the kinetic of transformation from
diamond to graphite (the stable phase) would require an exceedingly high amount of energy
to break the bonds of the diamond structure.

Example 2: Silica SiO2 can be found as a crystalline solid (characterised by different thermody-
namically stable phases at different T, p values) or as a non-crystalline, glassy solid (thermo-
dynamically not in equilibrium). The formation of a crystalline or a glassy phase depends on
the cooling rate of the melt. A rapid cooling of the melt prevents the relatively slow formation
of the ordered crystal structure and freezes the liquid-like structure into the non-equlibrium
glassy state.

Transport properties

A system where some transport phenomena are under way (e.g. transport of matter, of heat, of
electric charge) is not in thermodynamic equilibrium.
Example: One cannot define a unique temperature for a system where heat is flowing. The system

is not in thermal equilibrium, and hence it is not in thermodynamic equilibrium.
A state of non equilibrium can be stationary (steady state) or non-stationary.
Example 1: A metal block initially at temperature T1 is immersed in a water bath at temperature

T2, and exchanges heat until thermodynamic equilibrium is reached. During the exchange of
heat, the system is in a non-stationary state of non-equilibrium.

Example 2: The two extremes of a metal bar are maintained in contact with two reservoirs at
temperatures T1 and T2, respectively. Heat flows continuously within the bar from the hotter
to the colder reservoir. The bar is in a stationary state of non-equilibrium.
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The behaviour of systems where transport phenomena are under way is described by phenomeno-
logical equations derived from experimental measurements of macroscopic quantities.
Example: For heat transport, the heat flux ~JQ is connected to the temperature gradient through

~JQ = −Kth
~∇T , (1.11)

where Kth is the thermal conductivity.

The Thermodynamics of irreversible processes allows one to treat non-equilibrium stationary pro-
cesses, establishing evolution and stability criteria based on the local production of entropy. It also
sets up a macroscopic theoretical framework for coupled irreversible processes, such as thermo-
electrical or thermo-mechanical effects.

1.2 Microscopic approach

The basic goal of the microscopic approach is to determine the properties of matter at the atomic
level and to connect them to the macroscopic properties. To this aim it is necessary to determine
how the atoms are linked together to form the macroscopic structure, taking into account the
dynamics of ions and the role of electrons.
It can be convenient to distinguish three main subjects, which are anyway strictly connected:

- the geometrical structure, formed by the mutual positions of atoms,
- the vibrational structure,
- the electronic structure.

1.2.1 Geometric structure

Experimental information on the geometrical structure at the atomic level is generally obtained by
the joint phenomena of scattering + interference (globally referred to as “diffraction”) of suitable
probes, typically X-rays, neutrons or electrons.

To understand the origin of the different arrangement of atoms in different systems, it is important
to take into account

a) the interaction between atoms, which can often be calculated with good accuracy from first
principles but can even be fruitfully modelled in terms of different types of chemical bond
(ionic, covalent, Van der Waals, metallic, hydrogen bond),

b) the kinetics at the atomic level, both in the final phase and in the formation process (e.g.
cooling of melt), which is responsible for the formation of stable, metastable or unstable
phases.

Gases

The interaction between atoms or molecules is very weak, and has very little influence on atomic
kinetics. Weak short-range correlations between atomic positions can anyway exist and give origin
to faint diffuse halos in diffraction patterns.

Liquids

The interactions between atoms are strong enough to guarantee a very weak dependence of volume
on pressure and temperature, not enough however to prevent a fast atomic kinetics (weak viscosity).
Short-range structures are frequently present, for example H2O molecules in liquid water, tetrahe-
dral coordination of Si to four O atoms in liquid silica, icosahedral coordination in some metallic
liquids. Short-range correlations (nearest-neighbour distances) and sometimes medium-range cor-
relations (distances of some ångström) give rise to well defined halos in diffraction patterns.
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Solids

In solids, the strong interactions between atoms or molecules give rise to frozen structures.
A) In crystalline solids, the atomic arrangement is characterised by the correlation of atomic posi-
tions over the full size of single crystals, which corresponds to translational and rotational symmetry
properties. The presence of long-range order gives origin to intense Bragg peaks in diffraction pat-
terns, which facilitates the determination of the structure. Different crystal structures are possible
for the same chemical composition (allotropy or polymorphism).
B) In non-crystalline solids, such as glasses, only short-range correlations (nearest-neighbour dis-
tances) and sometimes medium-range correlations (distances of some ångström) are present, giving
rise to well defined halos in diffraction patterns; there is no possibility of univocal structural de-
termination from diffraction patterns. The situation is similar to that of liquids. Non crystalline
solids are in a thermodynamic state of non-equilibrium.
The difference between crystalline and non-crystalline solids is connected to the type of chemical
bond and to the kinetics of formation from melt cooling.
C) Nanoparticles are atomic aggregates (crystalline or non-crystalline) whose size is between 1 and
100 nm. In case of narrow size distributions, one speaks of nanoclusters. In contrast to molecules,
nanoclusters do not have a fixed size or composition. Nanocluster properties are often qualitatively
different from those of their constituent parts and from those of macroscopic aggregates of the same
composition. Nanoparticle properties (electronic, optical, vibrational) can vary dramatically with
size. These peculiarities give rise to many technological applications, in the biomedical, optical
and electronic fields.

1.2.2 Vibrational structure
The vibrations of atoms are responsible for a number of equilibrium as well as transport properties
of matter. The specific heat and the thermal conductivity of solids are examples of such equilibrium
and transport properties, respectively.
The study of the vibrational properties of molecules and solids is a typical many-body problem,
and is based on a number of approximations.

1. The adiabatic approximation allows the separation of the motion of ions (nuclei + core
electrons) from the motion of (valence) electrons; the total energy of the valence electrons
system is then considered as a contribution to the potential energy of the ion system.

2. In the Born-von Karman model, the potential energy of the ion system is expanded as a
power series of the ionic displacements with respect to the equilibrium positions.

3. In the harmonic approximation, only the second-order terms of the Born-von Karman expan-
sion are retained. The dynamics of N strongly interacting ions can be transformed into the
dynamics of 3N independent and delocalised normal modes, each one behaving as a harmonic
oscillator. Attention is then focussed on the quantised energy content of normal modes. In
the ground state of the system, at zero kelvin, only the zero-point energy is present. When
temperature is increased, energy quanta (phonons) are progressively stored in the normal
modes, according to the Bose-Einstein statistics; phonons can thus be created and annihi-
lated. Phonons are an example of collective excitations. The harmonic approximation is
sufficient to account for the main properties of the vibrational contribution to the specific
heats.

4. Anharmonic contributions to the crystal potential are taken into account by higher-order
terms in the Born-von Karman expansion, and are necessary to account for the thermal
expansion and for the resistivity to heat conduction. Anharmonicity is generally treated
by perturbative approaches with respect to the harmonic Hamiltonian; normal modes can
exchange energy by annihilation and creation of phonons, the number of phonons involved
corresponding to the order of the perturbation term.
To account for the resistivity to thermal conduction, phonons are considered as moving
particles (represented by suitable wave packets) and the exchanges of energy between normal
modes are considered as collisions between particles.
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The approach to vibrational dynamics in crystals (sometimes referred to as lattice dynamics) is
facilitated by symmetry considerations. More complex is the treatment of vibrational dynamics of
non-crystalline systems.

1.2.3 Electronic structure

Also the electronic structure is responsible for both equilibrium and non-equilibrium properties
of solids, such as the arrangement of atoms (geometric structure), the electronic contribution to
specific heat, the thermal and electric conductivities.
Again, the many-body problem can be faced by different approaches and degrees of approximation.

1. The simplest approximation considers the valence electrons as a gas of free particles, neglect-
ing the interactions between electrons and ions and between electrons. The eigenfunctions
of the Schrödinger equation are plane waves labeled by the wave-vectors ~k; the energy is
purely kinetic . The ground state is obtained by filling up the possible states according to
the Fermi-Dirac statistics.
Although quite crude, the free electron model is sufficient to account for the main properties
of the electronic specific heat.

2. The interaction of the electrons with the periodic array of ions can be accounted for within a
self-consistent field approximation, where single electrons are affected by a periodic potential
due to the ions and to all the other electrons. As a consequence of the translational symmetry
of the crystal, one can establish some general properties of the electron wavefunctions (Bloch
functions) and of the dispersion relations ε(~k) connecting energy to wavevector, leading to
the electronic band structure and to the explanation of the different conduction properties
of metals, semiconductors and insulators.

3. Different techniques have been developed to calculate the band structure for different sys-
tems. One has again to distinguish between ground state and excited states. The collective
excitations of the electron many-body system are described in terms of quasi-particles. The
interaction among electrons and among electrons and phonons is necessary to account for
thermal conductivity in metals, as well as for important properties such as magnetism and
superconductivity.

1.3 Key concepts

A number of basic concepts underpin and simplify the interpretation of the basic properties of
matter.

1.3.1 Direct space and reciprocal space

The possibility of the alternative description of a given phenomenon in two conjugate spaces
connected by the Fourier transform is a powerful tool in many branches of Physics (e.g. the
coordinate and momentum representations of quantum mechanical states) as well as for many
technological applications (e.g. the time and frequency domains in the analysis of electrical signals).
In Solid State Physics the two Fourier-conjugated spaces are called direct (or real or coordinate)
space and reciprocal (or wave-vector or momentum) space. The two spaces are connected to the
complementary descriptions in terms of particle or wave properties.
In these lectures, we consider the following main applications:

1. Geometric structure. The Fourier transform is a powerful tool for the interpretation of diffrac-
tion patterns: as a matter of fact, diffraction techniques give a representation of the structure
of matter in the reciprocal space. For crystalline solids, to the Bravais lattice in direct space
it corresponds the reciprocal lattice in reciprocal space (discrete Fourier transform). To a non
periodic structure in real space it corresponds a non periodic structure in reciprocal space
(continuous Fourier transform).
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2. Vibrational structure. Normal modes of vibration are described by wave-vectors in the re-
ciprocal space. For each wave-vector, different values of frequencies are possible (different
dispersion relations). A limited region of the reciprocal space (the first Brillouin zone) con-
tains all the information on the lattice dynamics of a crystal.

3. Electronic structure. The interplay between real and reciprocal space is relevant for un-
derstanding the ground state and the transport properties of the electron system. The
Bloch wave-functions of electrons moving in a periodic lattice potential are characterised by
wavevectors in the reciprocal space. As for phonons, a limited region of the reciprocal space
(the first Brillouin zone) contains all the information on the electron dynamics of a crystal.

1.3.2 Symmetry
The first scientific applications of symmetry were connected with the study of the macroscopic
morphology of natural crystals. The idea of symmetry was progressively clarified and connected
to the concepts of transformation and invariance of the objects (or of their properties) under sym-
metry transformations. The group theory allows an elegant and powerful treatment of symmetry
properties. According to the Von-Neumann principle, every physical property must be invariant
under the symmetry operations of the system. These invariance properties represent a powerful
tool in many fields of Physics.
In these lectures, we focus our attention on a number of applications of discrete symmetries to
geometric, vibrational and electronic structure of solids.

a) Geometrical symmetries affect molecules (point symmetries) and crystals (point and trans-
lational symmetries). Symmetry operations form groups. Point and space groups are key
concepts for the classification of molecules and crystals as well as for the interpretation of
diffraction spectra.

b) Symmetry groups can be represented in mathematical form by matrices which represent
transformations in suitable vectorial spaces. Different representations are possible for the
same symmetry group, depending on the vectorial space and on the basis vectors that are
chosen. Of the possible representations, particularly relevant are the so called irreducible
representations.

c) The study of irreducible representations can give important qualitative and semi-quantitative
information on a number of physical and chemical phenomena, such as chemical bond for-
mation, radiative transitions, degeneracies of energy levels, Bloch functions of electrons in
crystals.

1.3.3 Complexity and emergence
Quoting the American physicist and Nobel laureate P.W. Anderson (Science 177, 393-396, 1972):
«The ability to reduce everything to simple fundamental laws does not imply the ability to start
from those laws and reconstruct the universe. (...) The constructionist hypothesis breaks down
when confronted with the twin difficulties of scale and complexity. The behaviour of large and
complex aggregates of elementary particles is not to be understood in terms of a simple extrapola-
tion of the properties of a few particles. Instead, at each level of complexity entirely new properties
appear. (...) Psychology is not applied biology, nor is biology applied chemistry. (...) We can now
see that the whole becomes not merely more, but very different from the sum of its parts.»
«In principle, the structure and behaviour of condensed matter can be reduced to the few laws of
fundamental interactions, in particular, for our purposes, the laws of electromagnetism (reduction-
ist hypothesis). By converse, reconstructing the structure and behaviour of condensed matter from
the basic laws is far from trivial: this “constructionist” hypothesis breaks down when confronted
with the complexity of large systems. At each level of complexity entirely new properties appear:
the whole becomes not merely more, but very different from the sum of its parts.»
The appearance of new levels of complexity is sometimes called emergence. It is the case, for
example, of the onset of collective properties of electrons, such as magnetic ordering in ferromagnets
or more generally of the breaking of symmetries.
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1.3.4 Approximations and models

In principle, the laws governing the behaviour of atomic aggregates are well known. Basically, the
properties depend on the electromagnetic interaction.
Exact solutions are however generally impossible. Different approximate approaches are developed
for different situations. Sometimes the same phenomenon can be described by different alternative
and approaches. Sometimes different approaches of different complexity are possible.
Example 1: The Born-von Karman power expansion of the crystal potential is an approximation.

The further harmonic approximation can however quite accurately account for some phenom-
ena, such as specific heats, but completely fails to explain other phenomena, such as thermal
expansion.

Example 2: The interaction of electromagnetic radiation with matter can be interpreted at different
levels of approximation. A purely classical treatment can be sufficient to account for the basics
of X-ray diffraction. A quantum treatment is necessary to account for X-ray absorption.

Phenomenological models are frequently used.
Example 1: Chemical bonds are phenomenological models useful to describe different properties

of the interaction between atoms.
Example 2: The free electron gas model is an approximate approach that can quite satisfactorily

account for the electronic contribution to the specific heats of metals.

1.4 Main experimental techniques

1.4.1 Production techniques

At the beginning of the 20th Century, the scientific research was limited to solids (crystals and
glasses) that could be found in nature.
Since then, a number of different techniques have been progressively developed to produce condensed-
matter systems in the laboratory. The availability of different techniques has in turn led to the
continuous development of new materials, whose properties are often technologically interesting
and scientifically challenging.
Let us give here some examples.

a) Polycrystalline powders or glasses can be obtained by relatively fast cooling of melts.
b) Single-crystals can be grown by different methods

- Czochralski : crystals are slowly pulled on from a melt, starting with a small seed
- Bridgman: powders are melted in a hollow cylinder
- supersaturated solutions can precipitate giving birth to single crystals

c) Deposition of thin films on a substrate; different methods are available to bring atoms to the
surface, broadly distinguished as:

- chemical deposition methods, where a fluid precursor undergoes a chemical change at a
solid surface, leaving a solid layer;

- physical deposition methods, where mechanical, electromechanical or thermodynamic
means are used to produce a thin film of solid.

d) Sol-gel techniques: from a chemical solution (sol) that acts as the precursor for an integrated
network (gel) of either discrete particles or network polymers

1.4.2 Characterisation techniques

Along with the production techniques, also the characterisation techniques are in continuous evo-
lution.
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Macroscopic techniques

Macroscopic techniques include

a) Techniques based on equilibrium thermodynamic properties: one measures the response of
macroscopic variables (energy, volume, etc.) to variations of the temperature, pressure, etc.

b) Techniques based on transport properties: on sets up an electric potential gradient ∇φ or a
thermal gradient ∇T and one measures the electrical current or the heat flow. The gradients
can be held constant or constained to oscillate at a well defined frequency.

Atomic-level techniques

Atomic-level techniques are based on the interaction of suitable probes (electromagnetic radiation,
electrons, neutrons,...) with matter.

a) Elastic scattering. Elastic scattering and interference of scattered waves (for short “diffrac-
tion”) is the basic technique for studying the structure of matter at the atomic level. The
most powerful probe are X-rays, thanks to the easiness of production and of interpretation
of diffraction spectra. Frequently used are also neutrons and electrons

b) Inelastic scattering is used to study the excitations of matter, by measuring the energy
and momentum exchanged between probe and matter. Excitations can be single-particle
(e.g. Compton effect) or collective (e.g. plasmons, phonons). Different information can
be obtained from inelastic scattering of neutrons, X-rays, optical radiation (Brillouin and
Raman scattering).

c) Spectroscopy. Absorption and emission of electromagnetic radiation gives information on
the electronic structure of matter. Some spectroscopic techniques can also give information
on the local geometrical structure of matter, e.g. NMR (Nuclear Magnetic Resonance) or
EXAFS (Extended X-ray Absorption Fine Structure).

1.4.3 Large-scale facilities
The progressive development and refinement of experimental characterisation techniques has been
accompanied by the development of large national and international facilities:

a) Synchrotron Radiation facilities for the generation of well collimated and intense electromag-
netic radiation in a broad spectrum extending from infrared to X-rays. They offer unique
possibilities for X-rays scattering, spectroscopy and imaging.

b) Free electron lasers (FEL) for the production of very high intensity, short pulsed and coherent
electromagnetic radiation in the spectral regions of UV, soft X-rays and now also hard X-rays.

c) Neutron facilities, where neutrons produced by reactors or spallation sources are used for
spectroscopy or scattering (elastic and inelastic) experiments.

1.5 Bibliography of Chapter 1
General References for the whole course:

- N.W. Aschroft and N.D. Mermin: Solid State Physics (First edition 1976, various reprints
available). A very good classical textbook on Solid State Physics, unfortunately never up-
dated.

- C. Kittel: Introduction to Solid State Physics, 8th edition, Wiley 2005. A classical textbook
on Solid State Physics, progressively updated.

- W. A. Harrison: Solid State Theory, Dover (1979). Reprint of a classical 1970 textbook.
- M. L. Cohen and S. G. Louie: Fundamentals of Condensed Matter Physics, Cambridge
University Press (2016). An advanced and updated textbook for graduate students.

Introductory macroscopic and statistical Thermodynamics, non-equilibrium Thermodynamics:
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- F. Reif: Statistical and Thermal Physics, McGraw-Hill (1988), ISBN 0-07-Y85615-X. A clas-
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- L. E. Reichl: A Modern Course in Statistical Physics, Edward Arnold Ltd (1980), ISBN
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- I. Prigogine: Introduction to Thermodynamics of Irreversible Processes, John Wiley & Sons
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- S. R. de Groot, P. Mazur: Non-equilibrium thermodynamics, Dover Publications (1984)

On complexity and emergence:
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frequently cited seminal paper.
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Chapter 2

Real-space structure

In this chapter, the basic elements are given for a description of the atomic arrangements of
condensed matter in the real space (or direct space).
The attention is mainly focused on perfect crystals, where the presence of a regular geometrical
arrangement allows a description in terms of three-dimensional periodic functions (§ 2.2–2.4.3). In
§ 2.5, an introductory account is given of the defects that can affect real crystals. The structural
description based on the Radial distribution function (RDF), necessary for non-crystalline systems
(liquids and glasses), is introduced in § 2.6.

2.1 Introduction

Atoms and crystals

For several centuries, mineralogists have known the existence of macroscopic crystals, with regular
geometrical shapes. External observations led to recognise some regularities (such as the constancy
of angles between planes), which suggested R.J. Haüy (1743-1822) that crystals could be regular
packings of microscopic structural units.

The success of the atomic hypothesis among chemists of the XIX Century led to the hypothesis
that the basic structural units of crystals could be the atoms. Calculations based on the known
atomic masses suggested that the interatomic distances could be of the order of magnitude of
the typical X-ray wavelengths (some ångströms). In 1912 M. von Laue suggested that atoms in
a crystalline solid could form a 3-dimensional diffraction grating for an X-ray beam and shortly
thereafter the first X-ray diffraction pattern from a crystal was obtained. In 1913, W. H. Bragg
and W. L. Bragg gave a simple quantitative interpretation of X-ray diffraction from crystals, thus
opening the possibility of its use for studying the atomic structure of crystalline solids.

Macro and micro-crystals

The crystalline structure is not necessarily evident at the macroscopic scale.

Many materials, typically metals, are made up by small mono-crystalline regions randomly oriented
(called grains), whose typical size, of the order of some micrometer, is small on the macroscopic
scale, but very large when compared with the X-rays wavelengths (Fig. 2.1, left panel).

Also the structure of macroscopically crystalline systems (monocrystals) is generally affected by
mosaicity, say by the presence of regions of micrometric size, slightly misoriented by angles that
can range between 0.01◦ and 0.1◦ (Fig. 2.1, right panel), as well as by other kinds of defects, such
as point defects and dislocations (see below). Monocrystals of relatively large dimensions (of the
order of many cm) free from mosaicity can be obtained for some substance, for example silicon, by
appropriate growth methods.

13
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Figure 2.1: Left panel: microscopic and atomic-scale picture of a grain structure. Right panel:
mosaic structure.

Deviations from the perfect crystal model

Crystals with a perfectly regular geometrical structure don’t actually exist. For every crystal,
thermal motion destroys the regularity of instantaneous atomic configurations even at the low-
est attainable temperatures (zero-point motion). The intensity of thermal motion increases with
temperature. Besides, the presence of defects (vacancies, interstitials, dislocations, stoichiometric
defects, etc) is unavoidable, if only for statistical reasons. Defects play a fundamental role to
explain some physical properties of crystals, such as heat conduction or plastic deformation.
In § 2.2–2.4.3, we consider the ideal case perfect crystals of infinite extension. Deviations from this
model are considered in § 2.5

Non-crystalline materials

Non-crystalline materials are currently found in nature, in both liquid and solid state (e.g. volcanic
lava) and have been artificially produced for many centuries (glasses). The present interest for non-
crystalline materials is connected with their technological applications (for example amorphous
semiconductors or glassy metallic alloys). Non-crystalline materials lack the long-range order of
crystals, and the description of their structural and physical properties is less complete (§ 2.6).

2.2 Crystal structure: basics

The microscopic structure of perfect crystals can be conceived as made up by (Fig. 2.2)

a) a geometrical lattice (the Bravais lattice)
b) a structural unit (the basis or motif) regularly repeated at each point of the Bravais lattice.

The basis (motif) can be one atom (e.g. in copper), or a small group of atoms (2 atoms in Ge
and in NaCl, 4 atoms in AgI), up to a molecule containing thousands of atoms (e.g. biological
molecules, such as proteins, in artificially produced crystals).

3-D Bravais lattice Basis Crystal 

Figure 2.2: A perfect crystals can be conceived as an infinite Bravais lattice and a basis associated
to each point of the lattice.
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The decomposition (lattice) + (basis) can be considered for one, two or three-dimensional crystals.
Real crystals are in general three-dimensional. Drawing two-dimensional structures is however
simpler; as a consequence, two-dimensional structures are often considered for didactical purposes.
Real linear and planar structures are anyway becoming more and more familiar in science and
technology. The graphene foil is a good example of a truly two-dimensional crystal.

2.2.1 Bravais lattices
Definitions of Bravais lattice

A Bravais lattice can be defined in two equivalent ways:

1. A Bravais lattice is an infinite array of discrete points with an arrangement and orientation
that appear exactly the same, from whichever of the points the array is viewed.

2. A (three-dimensional) Bravais lattice is the set of all points whose position can be expressed
by a translation vector ~T defined as

~T = u~a+ v~b+ w~c , (2.1)

where ~a,~b,~c are non co-planar vectors and u, v, w are integer numbers.

The first definition enlightens the symmetry properties of the lattice. The second definition is more
suited for analytical descriptions.

Non-Bravais lattices

In a Bravais lattice each point has “equal surroundings”. Not all conceivable arrays of points are
Bravais lattices. Fig. 2.3 shows a simple example: within the array on the left of the figure there
are points with different surroundings. If, however, we suitably group the points three by three,
and substitute each group of three original points by only one point, we obtain a Bravais lattice
(centre). We can again describe the original non-Bravais array as a structure composed by a
Bravais lattice plus a basis of three points (right).

Figure 2.3: The array of points of the left figure doesn’t correspond to a Bravais lattice. A possible
Bravais lattice is shown in the centre figure. The basis connected to each lattice point contains
three of the original points (right).

Translation vectors and primitive vectors

Once an origin is arbitrarily chosen at a Bravais lattice point, every other point of the Bravais
lattice is described by a translation vector ~T .
A two-dimensional Bravais lattice can be spanned with the aid of two primitive non-parallel vectors
~a and ~b, so that :

~Tuv = u~a+ v~b (u, v integers) . (2.2)

Similarly, a three-dimensional Bravais lattice can be spanned with the aid of three primitive vectors
~a,~b,~c, linearly independent, so that

~Tuvw = u~a+ v~b+ w~c (u, v, w integers) . (2.3)
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Figure 2.4: Two examples of primitive vectors (left) and non-primitive vectors (right) for a 2D
Bravais lattice.

Note 1: The choice of the primitive vectors for a given lattice is not unique. Actually, whichever
three vectors ~a, ~b and ~c are primitive if each translation vector ~T can be expressed as a linear
combination of ~a, ~b and ~c, with integer coefficients. (See Fig. 2.4, left, for a 2D example)
Viceversa, not all vectors joining the origin with three whatever lattice points are primitive
vectors. (See Fig. 2.4, right, for a 2D example)

Note 2: Equation (2.3) conforms with the standard nomenclature of elementary crystallography.
A frequently used alternative form is

~T = n1 ~a1 + n2 ~a2 + n3 ~a3 (2.4)

2.2.2 Unit cells

Primitive unit cells

A parallelogram (in 2D) or a parallelepiped (in 3D) built over any set of primitive vectors represents
a primitive cell (Fig. 2.5, top). The plane (in 2D) or the space (in 3D) can be completely filled up
by an infinite repetition of one primitive cell. For each choice of primitive vectors, the shape of the
primitive cell is determined, but infinite choices of the position of the primitive cell are possible
(Fig. 2.5, bottom). A primitive cell corresponds to one Bravais lattice point.
Primitive cells don’t necessarily exhibit the full symmetry of the lattice. (Crystal symmetries
are discussed in Chapter 4). To evidence the symmetry properties of the lattice, two different
approaches are widely used:

1) choose as primitive cell a Wigner-Seitz cell, whose peculiar definition intrinsically preserves
the crystal symmetry

2) choose a non-primitive cell, say a conventional unit cell (or crystallographic cell)

Wigner-Seitz primitive cell

Definition. The Wigner-Seitz cell surrounding a given Bravais lattice point is the region of space
that is closer to that point than to any other point of the lattice. The Wigner-Seitz cell maintains
the full symmetry of the Bravais lattice. Its shape is however generally not simple.
Construction. Draw lines connecting the given lattice point with all other lattice points; bisect
each line with a plane; the Wigner-Seitz cell is the smallest polyhedron containing the point and
bounded by these planes.
Generalisation. The procedure depicted above for constructing the Wigner-Seitz cell can be applied
to whichever set of points, not necessarily a Bravais lattice (for example, the atomic positions in an
amorphous solid). The generalisation of Wigner-Seitz cells to generic sets of points is represented
by the so-called Voronoi polyhedra.
Reciprocal space. The concept of Wigner-Seitz cell plays a particularly relevant role in the reciprocal
space, where the Wigner-Seitz cell centred on the origin of the reciprocal space is called “First
Brillouin zone” (Chapter 3).
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Figure 2.5: Top: three different choices of primitive cell for the same 2D Bravais lattice. Bottom:
the position of the primitive cells can be shifted.

Conventional unit cells

One can fill up the plane (2D) or the space (3D) by an infinite repetition of non-primitive cells,
say cells containing more than one Bravais lattice point.
Non-primitive cells are called conventional cells. Conventional cells are in many cases preferred to
primitive cells, typically in structural studies, when they maintain the full symmetry of the lattice.

Problem: Consider a 2D rectangular centered Bravais lattice. Draw a set of possible primitive
cells. Draw the Wigner-Seitz cell. Draw a conventional cell that preserves the symmetry of
the lattice. Individuate the symmetry operations of the lattice and verify that they are shared
by the Wigner-Seitz cell and by the conventional cell.

2.2.3 Characterization of unit cells

Cell parameters

A geometrical lattice can be fully characterized by two alternative choices:

1. The parameters of a primitive cell, say the lengths of its primitive vectors and the angles in
between (Fig, 2.6, left).

2. The type (simple cubic, body centred cubic, face centred cubic, etc) and the parameters of
the conventional unit cell, say the edges of the cell and the angles in between.

In two dimensions, there are at most two different lengths of primitive vectors, a and b, and one
angle γ. In three dimensions, there are at most three different lengths of primitive vectors, a, b, c
and three different angles in between, α, β, γ.

Internal coordinates

If more than one atom is contained in the unit cell, be it primitive or conventional, we need to
describe the position of each atom within the cell (Fig, 2.6, right).
To this purpose, one again takes the unit vectors (primitive or conventional) as reference, and the
position of each atom is identified by a set of fractional coordinates (two or three coordinates in
two or three dimensions, respectively).
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Figure 2.6: Left: parameters of a primitive cell. Right: internal coordinates of atoms inside a cell.

2.3 Crystal structures: examples

An exhaustive classification of the Bravais lattices and of the crystal structures is made according
to the symmetry properties. We consider this subject in some detail in Chapter 4. For now, let us
stress that in three dimensions there are only 14 different Bravais lattices, and all possible crystal
structures can be classified within a set of 230 groups of symmetry.
In this § 2.3 some particularly relevant examples are given in order to familiarise with the concepts
of Bravais lattice and of primitive and conventional unit cells.

2.3.1 The planar lattice of graphene

The two-dimensional structure of graphene is made of an hexagonal honeycomb of carbon atoms,
at a distance r = 0.142 nm (Fig. 2.7, left). The positions of carbon atoms don’t form a Bravais
lattice: one can easily check that there are two non equivalent positions. The primitive cell contains
two atoms: the graphene structure is made by a Bravais lattice + a two-atom basis.
One rhombic primitive cell is shown in Fig. 2.7 (left), with a =

√
3 r and the two atoms at positions

(0, 0) and (2/3, 2/3). In the same figure one can see that the Wigner-Seitz cell is hexagonal
The 2D graphene sheets can be obtained in laboratory. They are also the basis of important
structures (Fig. 2.7), such as:

- Graphite (the crystallographic form of carbon thermodynamically stable at ambient condi-
tions) made up by parallel graphene sheets spaced by 0.34 nm.

- Fullerene buckyballs, whose most common is the Buckminster fullerene C60

- Carbon nanotubes

2.3.2 Cubic Bravais lattices

As examples of 3D Bravais lattices, let us consider here the three Bravais lattices sharing the cubic
simmetry, which is the highest possible symmetry for a crystal (Fig. 2.8). For cubic lattices, the
conventional unit cell is characterised by one lattice parameter, the length of the cell edge a.

a) Simple cubic lattice (sc) (Fig. 2.8, left). The conventional unit cell is cubic and is primitive
(one lattice point per cell). Each lattice point is surrounded by 6 nearest neighbors points.

b) Body centred cubic lattice (bcc) (Fig. 2.8, centre). The conventional unit cell is cubic and is
not primitive: each conventional cell contains two lattice points (one at a corner and one at
the centre). Each lattice point is surrounded by 8 nearest neighbors points.

c) Face centred cubic lattice (fcc) (Fig. 2.8, right). The conventional unit cell is cubic and is
not primitive: each conventional cell contains four lattice points (one at a corner and three
at face centres). Each lattice point is surrounded by 12 nearest neighbors points.
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Carbon nanotube 

Figure 2.7: Left panel: a graphene sheet: in blue a rhombic primitive cell and the hexagonal
Wigner-Seitz cell. Righ panel: graphite structure, fullerene C60 and carbon nanotube.

sc bcc fcc 

Figure 2.8: The three cubic Bravais lattices. From left: simple cubic (sc), body centered cubic
(bcc) and face centered cubic (fcc). The lattice points are represented as small spheres for graphical
purposes. The conventional cell is primitive only for the simple cubic case.

Problem: Choose a set of primitive vectors for the bcc structure and draw the corresponding
primitive cell (see § 2.7.1). Draw the Wigner-Seitz primitive cell (Fig. 2.9, left).

Problem: Choose a set of primitive vectors for the fcc structure and draw the corresponding prim-
itive cell (see § 2.7.1). Draw the Wigner-Seitz primitive cell (Fig. 2.9, right).

To each Bravais lattice many different crystal structures can correspond, depending on the structure
of the basis. To exemplify, let us consider some simple structures which are frequently found in
Physics.

A) fcc Bravais lattice - the fcc structure

The fcc structure (Fig. 2.10, left) is made up by an fcc Bravais lattice and a one-atom basis: there
is one atom per primitive cell. Each atom is surrounded by 12 nearest-neighbour atoms, say the
coordination number is 12. This value corresponds to the so called close-packing.
The close-packed fcc structure is shared by a large number of metals, such as Ni, Cu, Rh, Pd, Ag,
Ir, Pt, Au.

Problem: Verify that the nearest neighbour distance r1 is connected to the lattice parameter a
(length of the primitive vector, corresponding to the edge of the cubic cell) by the relation
r = a/

√
2. Find out also the distance of the 2nd and 3rd nearest neighbours.
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fcc bcc 

Figure 2.9: Wigner-Seitz (WS) primitive cells for the bcc and fcc Bravais lattices. For the bcc
lattice, the WS cell is a truncated octahedron, with 8 hexagonal faces and 6 square faces (left).
For the fcc lattice, the WS cell is a rhombic dodecaedron with 12 faces (right).
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Figure 2.10: The fcc structure (left) and the zincblende structure (right) share the fcc Bravais
lattice.

B) fcc Bravais lattice - the diamond and zincblende structures

The diamond structure and the zincblende (or sphalerite) structures (Fig. 2.10, right) are made
up by an fcc Bravais lattice and a two-atom basis: there are two atoms per primitive cell. The
positions of the two atoms are identified by their fractional coordinates (0,0,0) and (1/4, 1/4,
1/4) with respect to the conventional cell. Each atom is surrounded by 4 nearest neighbour
atoms (coordination number = 4). The low-coordinate structure is typical of crystals where the
interatomic bond has a strong covalent character.
In the diamond structure the two atoms of the primitive cell are equal. The structure is shared by
diamond (carbon), silicon and germanium.
In the zincblende (or sphalerite) structure the two atoms of the primitive cell are different. The
structure is shared by many binary compounds, such as ZnS (zincblende or sphalerite), GaAs,
CdTe.

Problem: Find out the relation between the nearest-neighbour distance r1 and the lattice parameter
a for the diamond structure.

C) fcc Bravais lattice -the rocksalt structure

Also the rocksalt (NaCl) structure (Fig. 2.11, left) is made up by an fcc Bravais lattice and a
two-atom basis. The positions of the two atoms are however different with respect to those of
the diamond and zincblende structures; their fractional coordinates are (0,0,0) and (1/2, 1/2, 1/2)
with respect to the conventional cell.
In the rocksalt structure, each atom of a given species is surrounded by 6 nearest neighbour atoms
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Table 2.1: Some structural properties for selected crystals.

Cu Ge NaCl

Lattice parameter a (Å) 3.61 5.66 5.64
Atoms/primitive cell 1. 2. 2.
Atoms/conventional cell 4. 8. 8.
Volume per atom (Å3) 11.76 22.66 22.42

of the other species (coordination number 6). The rocksalt structure is typical of crystals where
the interatomic bond has a prominent ionic character.

Problem: Find out the relation between the nearest-neighbour distance r1 and the lattice parameter
a for the rocksalt structure.

€ 

a

Figure 2.11: The rocksalt structure (left) and the perovskite structure (right).

D) sc Bravais lattice - the perovskite structure

The perovskite (CaTiO3) structure (Fig. 2.11, right) is made by a simple cubic Bravais lattice with
five atoms per primitive cell. The Ti positive ion is surrounded by 6 O negative ions forming a
regular tetrahedron. Some crystals with the perovskite structure, such as BaTiO3, are characterised
by the ferroelectric phase transition: below a certain temperature, the lattice is distorted, loosing
its cubic symmetry, and the crystal acquires a spontaneous electric polarisation.

Problem: Starting from the lattice parameters a listed in Table 2.1, evaluate the volume per atom
for Cu, Ge and NaCl.

2.4 Formal description of crystal structures

The structure and the physical properties of an infinite perfect crystal (Bravais lattice + basis)
can be analytically described according to two slightly different approaches, which are separately
presented in the following § 2.4.1 and § 2.4.2.

2.4.1 First approach: periodic function

A given property of a crystal is described by a three-dimensional periodic function, whose period
is the primitive cell. Let us give some examples.
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1. The periodic electron density ρe(~r) of a crystal can be described by

ρe(~r + ~Tn) = ρe(~r) , (2.5)

where ~Tn = n1~a1 + n2~a2 + n3~a3 is any translation vector of the Bravais lattice.
X-rays are scattered by electrons, and in principle an X-ray diffraction experiment samples
the electron density of the crystal.

2. The potential energy Φ(~r) of the interaction between a conduction electron and the lattice
of ions is expressed as

Φ(~r + ~Tn) = Φ(~r) . (2.6)

3. The geometric structure of a crystal is often formally described by a function

F (~r) =
∑

n
δ(~r − ~Rn) , (2.7)

where the sum is over all the atoms of the crystal, and Rn is the equilibrium position of atom
n. The periodicity condition is again

F (~r + ~Tn) = F (~r) . (2.8)

Neutrons are scattered by the atomic nuclei; in principle, a neutron diffraction experiment
samples the F (~r) function. The function F (~r) defined in (2.7) doesn’t take into account the
spread of atomic positions due to zero-point and thermal vibrations.

The periodicity of the functions (2.5), (2.6) and (2.8) is generally expressed in terms of their Fourier
coefficients (see Chapter 3).

2.4.2 Second approach: periodic Bravais lattice and basis

The periodic Bravais lattice and the non-periodic basis function are separated, taking advantage
of the concept of convolution.
This approach is particularly suitable for classifying crystals according to symmetry properties, for
interpreting diffraction patterns, as well as for treating atomic vibrations .

Lattice function

A Bravais lattice can be formally represented, making use of delta functions, by a lattice function.

In one dimension, the lattice function is

L(x) =
∑
n

δ(x− Tn) =
∑
n

δ(x− na) , (2.9)

where the sum is over all the one-dimensional translations T = na of the lattice.

In three dimensions, the lattice function is

L(~r) =
∑
n

δ(~r − ~Tn) =
∑

n1n2n3

δ [~r − (n1~a1 + n2~a2 + n3~a3)] , (2.10)

where the sum is over all the translation vectors ~Tn of the Bravais lattice.
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Basis function

The structure of the basis can be described by a continuous function of position f(~r). For example,
f(~r) can be the continuous electronic density inside the primitive cell. This approach is sometimes
used for the interpretation of X-ray diffraction patterns.
Alternatively, the basis is sometimes described by a discrete function

F (~r) =
∑

κ
δ(~r − ~Rκ) , (2.11)

where the sum is over the limited number of atomic positions within the primitive cell. This
approach is used for the interpretation of both X-ray and neutron diffraction patterns.
Note: In (2.11) the index κ is the greek letter “kappa”, which is used here and in the following to

label the atomic positions within the primitive cell. It shouldn’t be confused with the latin
letter k, generally used to label the wavevectors.

Crystal structure

The structure of a perfect infinite crystal can be described by the convolution of the two three-
dimensional functions representing the lattice and the basis, respectively:

S(~r) = L(~r) ∗ f(~r) =
∑

n
f(~r − ~Tn) (2.12)

where again the sum is over all the translation vectors ~Tn of the infinite Bravais lattice (−∞ <
n,n2, n3 <∞).
The physical meaning of S(~r) in (2.12) depends on the nature of the basis f(~r): it can represent
an electronic density, a potential energy, a set of discrete atomic positions.
The convolution operation (2.12) corresponds to the periodic repetition of the basis at the lattice
points. (For an introduction to convolution, see § 2.7.2).
The approach based on the convolution (2.12) is particularly useful in structural studies based on
diffraction of X-rays, neutrons or electrons. Diffraction experiments give a picture in the reciprocal
space (Chapter 3), say in the space Fourier transformed of the real space. The convolution theorem
transforms the relatively complex convolution of two functions in the real space into the simple
product of two functions in the reciprocal space.

2.4.3 Crystal planes
The points of a three-dimensional lattice can be grouped into sets of parallel planes in infinite
different modes. The interpretation of a number of different phenomena (diffraction patterns,
lattice dynamics, motion of electrons in crystals) is greatly facilitated by the organization of the
lattice points into families of planes.

Miller indices A family of parallel planes is labeled by three integer numbers, the Miller indices
h, k, l, one for each independent direction. A Miller index counts how many times the planes of a
family intersect the corresponding edge of the unit cell. A zero value means that the planes are
parallel to the corresponding direction. As an example, the simplest and most common families of
planes of the fcc structure are shown in Fig. 2.12.

Interplanar distance To each family of planes it corresponds a given inter-planar distance,
which depends on the lattice parameters. For cubic crystals the relation between lattice parameter
a, Miller indices h, k, l and interplanar distance dhkl is quite simple (see § 2.7.3 for a demonstration):

d2
hkl =

a2

h2 + k2 + l2
. (2.13)
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Figure 2.12: The simplest families of planes of the fcc structure.

Planes and directions To each family of planes, labeled by 3 Miller indices hkl, it corresponds
a direction perpendicular to the planes, labeled by the same indices.
Different families of planes can be equivalent for symmetry reasons, and share the same interplanar
distance. They thus give the same contribution to diffraction patterns (one speaks of multiplicity).
The following convention has been established:

(hkl) indicates a family of planes
[hkl] indicates a direction
{hkl} indicates a set of equivalent families of planes
〈hkl〉 indicates a set of equivalent directions

Vector representation

A) To each family of lattice planes (hkl) there corresponds a perpendicular direction and an
interatomic distance dhkl. The information on direction and interplanar distance can be
condensed into a vector ~Khkl, whose direction is perpendicular to the planes, and whose
magnitude is inversely proportional to the distance, K = 2π/dhkl.

B) The different vectors ~Khkl correspond to points in the 3-dimensional reciprocal space, which
belong to the so called reciprocal lattice (see Chapter 3).

2.5 Deviations from the infinite perfect crystal model
Real crystals are nor perfect nor infinite. The ability of dealing with the deviations from the
model of the infinite perfect crystals is important for a number of reasons. For example: a) the
finite size of crystals can affect the shape of diffraction patterns; b) surface properties are different
from bulk properties; c) systems of very small size exhibit structural and functional properties
different from the bulk properties; d) defects of crystals, whose presence is practically unavoidable,
play a fundamental role in explaining some physical properties, such as heat conduction or plastic
deformation.
We consider below separately:

- the treatment of finite-size crystals (§ 2.5.1)
- the effect of atomic vibrations (§ 2.5.2)
- the nano-structures (§ 2.5.3)
- the defects of crystals (§ 2.5.4)

2.5.1 Finite-size effects in crystals
Periodic boundary conditions

A real finite crystal lacks the full translational symmetry. When the crystal size is much larger
than the nearest-neighbours interatomic distances, so that the number of surface atoms is much
lower than the number of bulk atoms, surface effects can be neglected.
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In that case, to exploit the properties connected to the full translational invariance of an infinite
crystal, it is convenient to introduce suitable boundary conditions at the surfaces of the real finite
crystals. In general one resorts to the Born-von Karman periodic boundary conditions.
Let’s consider a crystal of parallelepiped shape, whose edges areN1~a1, N2~a2, N3~a3 (whereN1, N2, N3

are very large numbers). This “fundamental” crystal is considered as a part of an infinite series of
identical crystals extending in all directions with the same orientation.
Once a point is chosen in the fundamental crystal, any translation

~TN1~a1 ,
~TN2~a2 ,

~TN3~a3 ,

say any translation of length equal to one of the edges of the fundamental crystal, leads to a point
in one of the replied crystals where the physical properties are supposed to be exactly the same as
in the original point of the fundamental crystal.
Otherwise stated, according to the periodic boundary conditions,

~TN1~a1 = ~T0 , ~TN2~a2 = ~T0 , ~TN3~a3 = ~T0 , (2.14)

where T0 is the null translation.
In the following chapters, a number of applications of the periodic boundary conditions (PBC) can
be found.

Shape function

In some applications, typically diffraction studies, it is convenient to account for the finite size of
a real crystal by a shape function M(~r ).
Example 1: For a spherical crystal of radius r0,

M(~r ) =

{
1 if |~r| ≤ r0

0 if |~r| > r0
(2.15)

Example 2: For a crystal with parallelepiped shape,

M(~r ) =

 1 if

 x1 ≤ x < x2

y1 ≤ y < y2

z1 ≤ z < z2

0 elsewhere

(2.16)

To take into account the finite size of a crystal, the lattice function L(~r ) is multiplied by the shape
function and the expression (2.12) of the structure function is modified into

S(~r ) = [L(~r )M(~r )] ∗ f(~r) =
∑

n
f(~r − ~Tn) (2.17)

where now the sum is over a finite number of displacement vectors ~Tn.

Surfaces

In some cases, we can be interested in studying the surface properties of a crystal. The atomic
structure at the surface of a crystal is generally different from the the structure in the bulk;
correspondingly, different are the vibrational and electronic properties.
Atoms at or near the surface only experience inter-atomic forces with one component directed
towards the interior of the crystal. As a result of this anisotropy, atoms near the surface assume
relative positions with different spacing and/or symmetry with respect to the bulk atoms, creating
a different surface structure. This change in equilibrium positions near the surface can be of two
different types.
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1. Relaxation refers to a change in the position of entire layers of atoms relative to the bulk
positions. A typical effect is the contraction of the interatomic distances normal to the
surface, leading to a smaller inter-planar spacing with respect to the bulk (Fig. 2.13, left).
Some surfaces also experience relaxations in the lateral direction: the upper layers become
shifted with respect to the bulk layers in order to minimize the positional energy (Fig. 2.13,
centre).

2. Reconstruction refers to a change in the two-dimensional structure of the surface layers, in
addition to relaxation effects (Fig. 2.13, right). The general symmetry of a layer may also
change.

Normal relaxation Lateral relaxation Reconstruction 

Figure 2.13: Schematic examples of relaxation and reconstruction of a crystal surface.

Heterostructures, interfaces

Alternate layers of two or more different substances (typically semiconductors) can be grown co-
herently on a substrate. Heterostructures offer flexible possibilities in the design and performance
of semiconductor devices.
Example: Ge and GaAs have the same structure (diamond-zincblende) and very similar lattice

constants a=5.646 Å and 5.653 Å, respectively. The two structures fit coherently to form
parallel layers. The general interest of such kind of heterostructures stems from the different
electronic properties (for example, the electronic band gaps are 0.76 eV and 1.43 eV for Ge
and GaAs, respectively) and the possibility of engineering the electronic energy bands in many
solid state device applications.

The structural and physical properties of crystals at interfaces are different from the properties
within the bulk.

2.5.2 Atomic vibrations

In a real crystal, atoms are not frozen at the crystallographic positions; they are instead affected by
vibrations around the crystallographic positions, which should then be considered as equilibrium
positions. Only equilibrium positions form a periodic lattice.
The amplitude of atomic vibrations is finite even at zero temperature (zero point energy) and
increases when temperature increases. Atomic vibrations are accounted for by the probability
density w(~r) of finding the atomic nucleus at the position ~r with respect to the equilibrium position.
The contribution of each atom to the basis function has to be convoluted with the probability
density w(~r). This problem is considered in more detail in Chapter 11, dedicated to structural
probes.

2.5.3 Nano-particles

In the last years, crystals whose size is of the order of a few nanometers, typically between 1 and
100 nm, have aroused much interest for their peculiar properties, which can vary dramatically
with the particle size and are intermediate between the properties of molecules and of bulk matter.
Nanoparticles properties are exploited for applications in many scientific and technological fields,
such as medicine, optics, electronics.
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An important parameter is the ratio between the number of surface atoms and the number of bulk
atoms; for sufficiently small particles, the number of surface atoms can be of the same order of the
number of bulk atoms (see § 2.7.4 for a calculation).

Problem: Verify that for a cubic crystal of copper of 1 µm size the ratio between the numbers of
surface and bulk atoms is about 1/8000. Show that the ratio scales as 1/d, where d is the
linear size. (See § 2.7.4 for some hints).

The regular crystalline structure (when present) can be highly perturbed; the lattice parameters
and the inter-atomic distances are generally different in the bulk and at the surface, so that they
can be defined only in terms of distributions of values for a given nanoparticle.
One should add that nanoparticles are generally produced with a distribution of sizes and shapes,
which introduces a further contribution to the width of the distributions of interatomic distances.
When the size distribution of nanoparticles is narrow, one speaks of nanoclusters.

2.5.4 Defects in crystals
Defects of various types are always present in real crystals, and can be responsible for important
physical properties.
Crystal defects can be classified, according to their dimensionality, as:

- Zero-dimensional defects (point defects) (Fig. 2.14): vacancies and interstitials; substitu-
tional or interstitial doping; isotopic defects.

- One-dimensional defects, such as edge dislocations, which consist in the termination of a
plane of atoms in the middle of a crystal; dislocations account for the plasticity and hardness
properties of metals.

- Two-dimensional defects, such as grain boundaries, interfaces, stacking faults; also the surface
of a finite crystal can be considered a two-dimensional defect.

- Three-dimensional defects, such as micro-cavities and inclusions of heterogeneous phases.

(a) (b) (c) (d)

Figure 2.14: Zero-dimensional defects: (a) vacancy, (b) interstitial, (c) substitutional doping, (d)
interstitial doping.

A different classification can be based on the origin of defects:

- defects due to the mechanism of crystal growth
- thermally activated defects
- defects created by impact of swift ions
- defects due to the stoichiometry, say to the deviation from the nominal composition

Thermally activated point defects

Let us focus the attention on two very common types of thermally activated point defects (Fig. 2.15):

a) Frenkel pair defects.
One atom (or ion) thermally excited is displaced from its regular crystal site to an interstitial
site, leaving a hole at the crystal site.
Frenkel defects are more easily found in relatively open structures (diamond, zincblende)
than in close-packed structures.
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Frenkel pair defect Schottky defect 

Figure 2.15: A Frenkel pair defect (left) and a Schottky defect (right).

b) Schottky defects.
One atom (or ion) thermally excited near the crystal surface exits from the surface (subli-
mation) leaving a hole at it previous the crystal site; the hole can migrate in the interior of
the crystal.
Schottky defects are more easily found in close-packed structures.

Statistics of thermally-activated point defects

Let us consider a crystal in thermodynamic equilibrium at constant temperature and pressure.
The concentration of thermally activated defects can be determined by minimising the Gibbs free
energy

G = U + pV − TS (2.18)

with respect to the number n of defects.
It is convenient to decompose the entropy S as the sum of two terms, a thermal one and a
configurational one:

S = Sth + Sconf = kB ln Ωth + kB ln Ωconf , (2.19)

where the configurational entropy Sconf is determined by the number Ωconf of possible different
modes by which n defects can be created.
Let us assume the following approximations:

- the volume V doesn’t depend on the number n of defects,
- the thermal entropy Sth doesn’t depend on the number n of defects.

The minimum of the Gibbs function corresponds thus to the condition

∂G

∂n
=

∂U

∂n
− kBT

∂ ln Ωconf

∂n
= 0 . (2.20)

The first term in (2.20)
∂U

∂n
= Ef (2.21)

corresponds to the energy of formation of a single defect (typically of the order of the eV). For a
low defects concentration, we can assume that Ef is independent of n.
For Schottky defects, the number of possible configurations is

Ω
(S)
conf =

N !

(N − n)!n!
, (2.22)

where N is the number of crystals sites where the defect can be created.
For Frenkel pair defects, the number of possible configurations is

Ω
(F )
conf =

N !

(N − n)!n!

N ′!

(N ′ − n)!n!
, (2.23)
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where again N is the number of crystals sites where the defect can be created and N ′ is the number
of available interstices.
Making use of the Stirling formula (lnx! = x lnx − x for large x) and approximating n � N,N ′,
is it easy to verify that eq. (2.20) leads to

n(S) = N exp(−Ef/kBT ) (2.24)

for Schottky defects and to
n(F ) =

√
NN ′ exp(−Ef/2kBT ) (2.25)

for Frenkel defects.

Problem: Assuming N = N ′ for simplicity and Ef = 3 eV, verify that the concentration n/N
of Schottky and Frenkel defects is, respectively, 10−50 and 10−25 at 300K and 10−15 and
10−7.5 at 1000K. The concentration of Frenkel pair defects is larger than the concentration of
Schottky defects because Ωconf is larger for Frenkel defects than for Schottky defects.

2.6 Radial distributions

A different approach for describing the structure of atomic aggregates is based on the concept of
radial distribution.
This approach, which for crystals is by far less powerful than the approach based on lattice peri-
odicity, is the most viable for non-crystalline systems, such as liquids and glasses, which lack the
periodic structure of crystals. For these systems, the positions of the atoms cannot be charac-
terised in terms of Bravais lattices and unit cells, and the structural description is made in terms
of one-dimensional statistical distributions.

2.6.1 Correlation functions

It is convenient to begin with a short introduction to correlation functions.
Let us consider a density function ρ(~r), such as

- the distributions of atomic positions in a condensed-matter system (possibly affected by
vibrational disorder)

- the distribution of electronic charge density (measured for example by X-ray diffraction
experiments).

The density-density equal-time correlation function is defined as

C(~r) = 〈ρ(~r ′) ρ(~r ′ + ~r)〉~r ′ , (2.26)

where the average 〈...〉 is performed over all possible values of ~r ′. The function C(~r) takes on large
values when the argument ~r corresponds to a vector joining regions of large density ρ.
Note: The expression “equal time” means that we are considering the system at a fixed time, thus

neglecting its possible time evolution. More refined correlation functions can evaluate the
correlation between the density functions at different positions and at different times.

If we consider a system of N particles, whose positions ~rn (where 1 ≤ n ≤ N) are well defined, the
density function becomes

ρ(~r) =

N∑
n=1

δ(~r − ~rn) (2.27)

and is different from zero only when ~r corresponds to one of the positions ~rn.
The density-density correlation function becomes

C(~r) = 〈ρ(~rκ) ρ(~rκ + ~r)〉κ , (2.28)



30 P. Fornasini - Physics of Matter

where now the average 〈. . .〉κ is performed over the discrete κ sites where the density is different
from zero.
Substituting now (2.27) with ~r = ~rκ in (2.28) one obtains

C(~r) =

〈
N∑
m=1

δ(~rκ − ~rm)

N∑
n=1

δ(~rκ − ~rn + ~r)

〉
κ

. (2.29)

Defining ~rmn = ~rn − ~rm, the correlation function (2.29) becomes

C(~r) =

〈∑
n

δ(~r − ~rmn)

〉
m

=
1

N

N∑
m=1

N∑
n=1

δ(~r − ~rmn) . (2.30)

The correlation function C(~r) is zero when ~r 6= ~rmn. Otherwise stated, C(~r) 6= 0 when ~r corre-
sponds to a vector distance between any two pair of particles.
Note: The sums in (2.30) include the term m = n, which corresponds to rmn = 0, say to a

singularity at the origin.

Normalised correlation function

Let ρ0 = N/V be the number density, say the number of particles per unit volume.
The normalised correlation function is defined as

g(~r) =
C(~r)

ρ0
=

V

N2

∑
m

∑
n

δ(~r − ~rmn) . (2.31)

Correlation function for a crystal

For a perfect infinite crystal, the sums in (2.30) have no upper limit. If the crystal has only one
atom per primitive cell, all atomic positions are equivalent, and (2.30) becomes

C(~r) =

∞∑
n=1

δ(~r − ~rn) . (2.32)

The function C(~r) is different from zero only when ~r corresponds to a vectorial distance between
any two atoms of the crystal.

(?) How should (2.32) be modified for a crystal with s 6= 1 atoms per primitive cell?
(?) Consider a two-dimensional crystal (e.g. a graphene sheet) and draw the corresponding

correlation function for a finite number of low ~r values.

2.6.2 Radial distribution function
Let us now focus the attention on isotropic systems, such as liquids and non-crystalline solids.
In the absence of long-range translational symmetry, the directions of the interatomic distances ~rmn
are randomly distributed. The correlation function (2.30) is transformed into the radial distribution
function (RDF) R(r):

R(r) =
1

N

∑
m

∑
n6=m

δ(r − rmn) , (2.33)

where rmn is the scalar distance between atom m and atom n and where the terms m = n are
eliminated from the sums.
The Radial Distribution Function R(r) can ideally be built as follows (Fig. 2.16 left):

1. choose an atom m and calculate how many atoms are included in a spherical shell of radius
r and thickness dr centred on m;
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Figure 2.16: Left: how to build up the radial distribution function. Centre: example of radial
distribution function R(r) (continuous line), the dashed line is 4πρ0r

2. Right: corresponding pair
distribution function g(r).

2. repeat now the operation for any other atom of the system and calculate the average.

In view of structural disorder, one expects a large number of very closely spaced distances rmn. The
further effect of thermal disorder is to transform the RDF into a continuous distribution (Fig. 2.16
centre).
Alternatively, the RDF is defined by the following statement: the average number of atoms inside
a spherical shell centred on a randomly chosen atom and included between the radii r1 and r2 is
given by the integral of the RDF

n(r1, r2) =

∫ r2

r1

R(r) dr . (2.34)

From (2.34) one can see that the RDF R(r) has the dimension of an inverse length.
The RDF is zero for short distances (Fig. 2.16 centre), because there is a distance of minimum
approach between nearest-neighbour atoms. The RDF increases dramatically, forming a peak in
correspondence of the nearest-neighbour distance, which is generally quite well defined even in
non-crystalline systems. When the distance r increases, the RDF becomes less and less structured;
its behaviour becomes a progressively damped oscillation around the average value 4πr2ρ0, where
ρ0 = N/V is the average number density, say the number of atoms per unit volume.
Groups of atoms whose distances from the central atom form well distinguishable peaks in the
RDF are grouped into coordination shells. The first coordination shell is generally well defined for
all system; outer coordination shells are less and less evident.
For non monatomic systems, one can define different partial RDFs, corresponding to the different
pairs of atomic species. The total RDF is the sum of the partial RDFs (Fig. 2.17).
In conclusion, the RDF only contains one-dimensional information, and in non-crystalline systems
one can find well defined correlations, corresponding to peaks or bumps of the RDF, only for
short-range and sometimes medium-range distances.

2.6.3 Pair distribution function

An alternative expression of the radial structure is obtained by considering the fluctuation g(r)
with respect to the smooth behaviour 4πr2ρ0 for a homogenous system (ρ0 is the average number
density). The radial distribution function R(r) can be expressed as

R(r) = 4πr2ρ0 g(r) . (2.35)

The function g(r) is called pair distribution function (PDF). It is the quantity most frequently
used when the structure of non-crystalline systems is measured by diffraction experiments.
The properties of the PDF are strictly connected to the properties of the RDF (Fig. 2.16, right):
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Figure 2.17: Structure of non-crystalline SiO2. Left: each Si atoms is coordinated to four O atoms.
Right: RDF determined from X-ray diffraction experiments: the partial RDFs due to the Si–O,
O–O and Si–Si nearest neighbours are distinguished.

- for r → 0, below the distance of closest approach, g(r) = 0

- at and above the distance of closest approach g(r) oscillates around the value 1
- the oscillations damp out when r increases, and g(r)→ 1 for r →∞

The PDF g(r) is an adimensional quantity.
From (2.33) and (2.35), one can express the pair distribution function g(r) for discrete distributions
as

g(r) =
1

4πr2

V

N2

∑
m

∑
n 6=m

δ(r − rmn) . (2.36)

Note: Be careful, the acronym PDF has no unique meaning; elsewhere it can mean “probability
distribution function”.

2.6.4 Pair density function

The oscillations of the pair distribution function g(r) can be expressed in terms of the number
density oscillations by means of the pair density function ρ(r)

ρ(r) = ρ0 g(r) , so that R(r) = 4πr2 ρ(r) . (2.37)

From (2.37) one can see that the pair density function ρ(r) has the dimension of an inverse volume.
From (2.36), one can find

ρ(r) =
1

4πr2

1

N

∑
mn

δ(r − rmn) . (2.38)

The properties of the pair density function ρ(r) are strictly connected to the properties of g(r):

- for r → 0, ρ(r) = 0,
- at and above the distance of closest approach ρ(r) oscillates around the value ρ0

- ρ(r)→ ρ0 for r →∞

2.6.5 Radial functions and crystalline solids

The RDF R(r) can be evaluated for crystalline solids too.
For an ideal crystal with atoms fixed at their equilibrium positions, the RDF would be made by
delta-like contributions due to the different coordination shells. Actually, a real crystal is always
affected by vibrational disorder, and the instantaneous atomic positions are spread around the
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equilibrium positions. The RDF is thus characterised by peaks whose finite width increases with
temperature (Fig. 2.18).
In general, the RDF is considered of limited interest for crystals, since it only gives one-dimensional
information on the distribution of distances, and misses a great deal of the richness of information
embedded in the crystallographic formalism.
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Figure 2.18: Radial Distributiuon Function of crystalline Germanium at different temperatures (20,
300 and 1200 K). The dashed lines is 4πr2ρ0, where ρ0 = 4.42 atoms/Å3 is the number density.

However, in some cases the RDF contains original information, complementary to the crystal-
lographic information. The basic difference between the RDF and the crystallographic picture
resides in the fact that crystallography gives information on average atomic positions, while the
RDF gives information on the relative inter-atomic distances. Due to vibrational disorder, the two
types of information, average and local, are different and complementary. The difference between
average and local properties can be enhanced by other sources of structural disorder.
Crystallographic information in crystals is generally obtained by analysing the Bragg peaks in
diffraction experiments of X-rays, neutrons, electrons (see § 11.6). Local information on the RDF
can be gained from EXAFS spectroscopy (see § 11.8) or from the quite difficult analysis of the
thermal diffuse scattering in diffraction patterns.

Problem: Determine the coordination numbers and the interatomic distances for the first six coor-
dination shells of copper. The structure is fcc, the lattice parameter of the cubic conventional
cell is a = 3.61491 Å at 25◦C [value from Acta Crystallographica A25, 676 (1969)].

2.7 Complements and problems

2.7.1 Primitive vectors for fcc and bcc Bravais lattices

We show here some relatively simple choices of primitive vectors for the fcc and bcc Bravais lattices
(see Fig. 2.8).

fcc lattices

Let’s take a corner of the conventional cubic cell as origin of the coordinate system. The simplest
choice are primitive vectors whose tips are at the centre of the three cube faces that meet at the
origin corner:

~a1 = (a/2) (x̂+ ŷ) (2.39)
~a2 = (a/2) (ŷ + ẑ) (2.40)
~a3 = (a/2) (ẑ + x̂) (2.41)
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The three primitive vectors share the same length |~ai| = a/
√

2. The distance between the tips of
any pair of primitive vectors is again a/

√
2. The angle between primitive vectors is 60◦.

This primitive cell is rhombohedral.
The volume of the conventional unit cell is Vc = a3.
The volume of the primitive cell is

Vp = (~a1 × ~a2) · ~a3 = a3/4 = Vc/4 . (2.42)

Actually, the conventional cell contains 4 Bravais lattice points.

bcc lattices

Let’s take a corner of the conventional cubic cell as origin of the coordinate system.
1.
We can choose two primitive vectors corresponding to two edges of the cubic conventional cell and
the third vector connecting a corner to the centre of the cube:

~a1 = a (1x̂+ 0ŷ + 0ẑ) |~a1| = a
~a2 = a (0x̂+ 1ŷ + 0ẑ) |~a2| = a

~a3 = (a/2) (1x̂+ 1ŷ + 1ẑ) |~a3| =
√

3a/2
(2.43)

The three primitive vectors have different lengths.
2.
If one prefers that the three primitive vectors share the same length, one can connect the origin
with three of the eight nearest-neighbour points (centres of the eight cubes that meet at the origin):

~a1 = (a/2) (−x̂+ ŷ + ẑ) |~a1| =
√

3a/2

~a2 = (a/2) (x̂− ŷ + ẑ) |~a2| =
√

3a/2

~a3 = (a/2) (x̂+ ŷ +−ẑ) |~a3| =
√

3a/2

(2.44)

The corresponding primitive cell is rombohedral; the angle between the primitive vectors is 109.47◦
(as in tetrahedra).
The situation is better visualised if the origin is taken at the centre of the cubic conventional cell
and the primitive vectors connect the origin to three of the eight corners.
The volume of the primitive cell is (for whichever choice of primitive vectors)

Vp = (~a1 × ~a2) · ~a3 = a3/2 = Vc/2 . (2.45)

Actually, the conventional cell contains 2 Bravais lattice points.

2.7.2 Convolution and delta functions

The convolution of any two one-dimensional functions f(x) and g(x), symbolically f(x) ∗ g(x), is
a third function h(x) defined as

h(x) = f(ξ) ∗ g(ξ) =

∫ +∞

−∞
f(ξ) g(x− ξ) dξ =

∫ +∞

−∞
f(x− ξ) g(ξ) dξ . (2.46)

The convolution h(x) = f ∗ g is the integral of the product of the two functions f(ξ) and g(ξ) after
one is reversed and shifted by x.

Problem: Calculate the convolution h(x) of the two square functions

f(ξ) =

 0 if ξ ≤ −2
1 if −2 < ξ ≤ +2
0 if ξ > +2

g(ξ) =

 0 if ξ ≤ 9
1 if 9 < ξ ≤ 11
0 if ξ > 11

(2.47)
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Investigate the effect on the convolution h(x) of: a) the progressive narrowing of the function
g(ξ), b) a shift of the centre of the function f(ξ).

In one dimension, the delta function is implicitly defined by∫ +∞

−∞
dx f(x) δ(x− x0) = f(x0) , (2.48)

where f(x) is any function. In three dimensions∫ +∞

−∞
dr3 f(~r) δ(~r − ~r0) = f(~r0) . (2.49)

Let us now identify the function g(ξ) of (2.46) with the delta function, g(ξ) = δ(ξ − x0), and
calculate the convolution of the delta function with another function f(ξ):

h(x) = f ∗ δ =

∫ +∞

−∞
f(x− ξ) δ(ξ − x0) dξ = f(x− x0) . (2.50)

The effect of the convolution with the delta function is to shift the function f(ξ) along the x axis.
Suppose that the function f(ξ) attains its maximum value in correspondence of the coordinate
ξ = x1. The shifted function h exhibits the maximum when x− x0 = x1, say for x = x1 + x0.

2.7.3 Interplanar distance in orthogonal lattices

Let us consider three orthogonal axes (x, y, z) whose directions correspond to the directions of the
edges (a, b, c) of the unit cell.
A plane of Miller indices (h, k, `) intersects the three edges at (a/h, b/k, c/`), respectively.
The components of the unit vector normal to the plane are the directional cosines (cosα, cosβ, cos γ),
which obey the relation

cos2 α+ cos2 β + cos2 γ = 1 . (2.51)

The distance of the plane (h, k, `) from the origin, which corresponds to the interplanar distance,
is connected to the directional cosines by

dhk` =
a

h
cosα =

b

k
cosβ =

c

`
cos γ . (2.52)

Eq. (2.51) can be re-written as(
hdh k`
a

)2

+

(
k dhk`
b

)2

+

(
` dhk`
c

)2

= 1 , (2.53)

so that

d2
hk` =

1

(h/a)2 + (k/b)2 + (`/c)2
(2.54)

and finally

dhk` =
1√

(h/a)2 + (k/b)2 + (`/c)2
. (2.55)

For cubic crystals, where a = b = c,

dhk` =
a√

h2 + k2 + `2
. (2.56)
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2.7.4 Ratio between surface and bulk atoms
To roughly evaluate the ratio between the number of surface and bulk atoms in a small crystal, let
us take a model system, say a cubic crystal of linear size d, so that the volume is V = d3, and let
us consider atoms as small cubes of linear size ` and volume `3.
The total number of atoms in the cubic crystal is

Ntot =
V

`3
=
d3

`3
. (2.57)

To evaluate the number of surface atoms, let us consider a monolayer of thickness `, corresponding
to a volume d2` for each one of the cube faces. Taking into account that there are 6 faces and that
the atoms along the edges shouldn’t be counted twice, one finds

Nsurf = 6
d2`

`3
− 12

d`2

`3
+ 8

`3

`3
. (2.58)

The number of bulk atoms is

Nbulk = Ntot −Nsurf =
d3

`3
− 6

d2`

`3
+ 12

d`2

`3
− 8

`3

`3
. (2.59)

By introducing the ratio x = `/d, the ratio between the number of surface and bulk atoms can be
expressed as

Nsurf

Nbulk
=

6x− 12x2 + 8x3

1− 6x+ 12x2 − 8x3
(2.60)

(?) Plot the above function for realistic values of x.

One can easily verify that for x� 1, say for d� `,

Nsurf

Nbulk
∝ 1

d
. (2.61)
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Chapter 3

Reciprocal space

The possibility of describing a given phenomenon in two equivalent conjugate spaces connected
by the Fourier transform is a powerful tool in many branches of Physics as well as for many
technological applications. In Solid State Physics and in Crystallography, the two spaces are called
direct (or real) space and reciprocal (or inverse or wavevector) space.
In these lectures, we are interested in the applications of the reciprocal space to diffraction exper-
iments (Chapter 11), atomic vibrations in crystals (Chapter 7), motion of electrons in a periodic
crystal potential (Chapter 9).
The conjugate of the Bravais lattice in the direct space is the reciprocal lattice in the reciprocal
space. In this Chapter, ~a1,~a2,~a3 are the primitive vectors of the direct lattice and ~b1,~b2,~b3 are the
primitive vectors of the reciprocal lattice. Crystallographers prefer instead the notation ~a,~b,~c for
the primitive vectors of the direct lattice and ~a ∗,~b ∗,~c ∗ for the primitive vectors of the reciprocal
lattice.
To introduce the basic concepts in the simplest form, we start in § 3.1 from the description of the
reciprocal space in one dimension; the extension to the three-dimensional case is made in § 3.2.
The fundamental relationships connecting the three-dimensional direct and reciprocal lattices are
presented in § 3.3. The physical meaning of the reciprocal space is discussed in § 3.4, while § 3.5
contains mathematical complements.

3.1 Reciprocal space in one dimension

Let us first consider the connection between direct and reciprocal space in one dimension. (A
tutorial introduction to some basic concepts of the Fourier Transform can be found in § 3.5).

3.1.1 Periodic functions. Fourier series. Reciprocal lattice.

A periodic function in the direct space f(x) = f(x + na), where a is the period and n an integer
number, can be expanded in a Fourier series as

f(x) =

+∞∑
m=−∞

Am e
imbx =

∑
G

AG e
iGx (3.1)

where b = 2π/a, the integer index m can be positive, zero or negative, and the quantities G = mb
form a lattice of equally spaced points in the one-dimensional reciprocal space, say a reciprocal
lattice.
The coefficients Am = AG are generally complex quantities, defined by:

Am =
1

a

∫ +a/2

−a/2
dx f(x) e−imbx . (3.2)

37
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The coefficient A0 is the average value of the function f(x). The coefficients Am with low |m|
values give the broader features of f(x). The larger is the number of Am coefficients considered
(the higher is |m|) the better is the description of the fine details of the function f(x).
Example: The periodic electrostatic potential created by a linear array of positive ions can be

expanded in Fourier series. The main effects of the potential on a negative charge moving
along the linear array are given by the low-order terms of the expansion.

Let us now consider some properties of the Fourier coefficients.

a) If the function f(x) is real (e.g. an electron density), one can easily verify from (3.2) that
A−m = A∗m, so that |A−m|2 = |Am|2. In diffraction experiments, one measures the squared
moduli of the Fourier coefficients |Am|2, so that diffraction patterns are centro-symmetric
and no information on the phase of the coefficients Am can be directly obtained.

b) If the real function f(x) is symmetrical, f(−x) = f(x), one can easily verify from (3.2) that
the Fourier coefficients Am are real, and (3.1) becomes f(x) =

∑
m Am cos(mbx). Diffraction

experiments measure |Am|2, and the sign of Am cannot be determined.

3.1.2 Non-periodic functions. Fourier integral.
For non-periodic functions, the Fourier series (3.1) transforms into the Fourier integral:

f(x) =
1

2π

∫ +∞

−∞
f̃(k) eikx dk , (3.3)

where f̃(k) is a function of a continuous variable k in the reciprocal space,

f̃(k) =

∫ +∞

−∞
f(x) e−ikx dx . (3.4)

As for the Fourier series, also for the Fourier integral the following properties hold:

a) If the function f(x) is real, one can easily verify that f̃(−k) = f̃(k)∗.
b) If the real function f(x) is symmetrical, f(−x) = f(x), one can easily verify that the function

f̃(k) is real.

Note on the 2π factor

The two expressions (3.3) and (3.4) of the Fourier transform and back transform are unsymmetrical,
the factor 1/

√
2π appearing only in the first one.

In Crystallography one generally prefers to separate the factor 2π in the expression of the wavevec-
tor k = 2π/λ and consider the reciprocal space variable x∗ = 1/λ = k/2π. By this choice, the
Fourier integrals become symmetrical, since dk of (3.3) becomes 2π dx∗:

f̃(x∗) =

∫ +∞

−∞
f(x) ei2πxx

∗
dx , f(x) =

∫ +∞

−∞
f̃(x∗) e−i2πxx

∗
dx∗ .

In Physics, it is customary to use the wavevector k = 2π/λ. This choice introduces the factor 2π,
which is sometimes symmetrically attributed to direct and inverse transforms as

√
2π.

The non-symmetric choice of (3.3) and (3.4) gives to the x→ k transform (3.4) the same expression
as the x → x∗ transform of crystallographers, which is useful for the interpretation of diffraction
patterns.

Example: PDF in non-crystalline materials

A one-dimensional non-periodic function is the pair distribution function g(r) introduced in § 2.6
to describe the structure of non-crystalline materials. The PDF g(r) typically oscillates around
the value 1, the amplitude of oscillations being damped when r increases.
Due to the isotropy of non-crystalline materials, one can consider g(r) as a symmetric function,
g(r) = g(−r). The Fourier transform of the PDF g(r) is an oscillating real function in the reciprocal
space, which can be sampled by X-ray or neutron scattering experiments (see § 11.6).
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3.1.3 Convolution theorem

The convolution theorem states that:

The Fourier transform of the convolution of two functions is the product of the Fourier
transforms of the two functions.

Let F represent the Fourier transform operator. The convolution theorem can be analytically
stated as

F [f(x) ∗ g(x)] = F [f(x)] · F [g(x)] . (3.5)

where the symbol ? represents the convolution.

3.1.4 Application: Periodic crystal functions

According to equation 2.12 of § 2.4, the periodic function S(x) which describes a one-dimensional
crystalline structure can be expressed as the convolution of a periodic lattice function L(x) =∑
T δ(x− T ) and a non-periodic basis function f(x):

S(x) = L(x) ∗ f(x) . (3.6)

According to (3.5), the Fourier transform of the periodic function S(x) is the product of the
separate Fourier transforms of the periodic lattice function and of the non periodic basis function:

F [L(x) ∗ f(x)] = F [L(x)] · F [f(x)] (3.7)

Fourier transform of the lattice function

Let us first consider the Fourier transform of a single delta function centred on x = a, which is

F [δ(x− a)] =

∫ +∞

−∞
δ(x− a) e−ikx dx = e−ika , (3.8)

say a complex function of the variable k, with modulus |e−ika| = 1. When a = 0, the Fourier
transform collapses to a constant real value, F [δ(x− a)] = 1.

The lattice function of a finite lattice of N = 2p+ 1 points (a “Dirac comb”) is the sum of N delta
functions

L(x) =

p∑
n=−p

δ(x− na) , (3.9)

which has been here chosen to be symmetric, L(x) = L(−x).
The Fourier transform of the lattice function L(x) is

L̃(k) = F

[
p∑

n=−p
δ(x− na)

]
=

∫ +∞

−∞

[
p∑

n=−p
δ(x− na)

]
e−ikx dx =

p∑
n=−p

e−ikna . (3.10)

Since the lattice function L(x) of equation (3.9) is symmetric, one expects the Fourier transform
be real. Actually, one can show that

L̃(k) =

p∑
n=−p

e−ikna =
sin(Nka/2)

sin(ka/2)
(3.11)

which is a function with principal maxima at k = 2mπ/a separated by ripples of decreasing intensity
as N increases. The demonstration of (3.11) is given in § 3.5.4, page 51. A practical example is
given in Fig. 3.1 (top).
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Figure 3.1: Left: a Dirac comb L(x) with N = 7. The right panel shows the Fourier transforms
L̃(k) for N = 11 and N = 51 (top figures); the bottom figures show the squared values |L̃(k)|2.
The period of the reciprocal lattice is b = 2π/a; the vertical dashed lines limit the first Brillouin
Zone.

In diffraction experiments one measures the intensity of the scattered radiation in correspondence
of the reciprocal lattice points; the intensity is proportional to the squared modulus of L̃(k); the
function

|L̃(k)|2 =
sin2(Nka/2)

sin2(ka/2)
(3.12)

is often called Laue function (bottom of Fig. 3.1).
For the limiting case of an infinite crystal, N →∞, the Fourier transform of the lattice function is

L̃(k) = lim
N→∞

sin(Nka/2)

sin(ka/2)
=

1

a

∑
δ(k − 2πm/a) (3.13)

The Fourier transform of an infinite Bravais lattice in the real space is an infinite Bravais lattice
in the reciprocal space, of period b = 2π/a. The points of the reciprocal lattice are G = mb. The
spacing b between the points of the reciprocal lattice is inversely proportional to the spacing a
between the points of the direct space.

Fourier transform of the structure function

Let F [f(x)] = f̃(k) be the Fourier transform of the (non periodic) basis function f(x). In general,
f̃(k) is a continuous function, significantly different from zero in a large interval of the variable k.
According to the convolution expression (3.7), the Fourier transform of the periodic function S(x) =
L(x) ? f(x) for an infinite lattice is different from zero only for the k values corresponding to points
of the reciprocal lattice. For these points, F [S(x)] = F [f(x)].
Otherwise stated, the function f̃(k) can be sampled (e.g. in diffraction experiments) only in
correspondence of the points of the reciprocal lattice.

3.1.5 Example: lattice plus basis

Let us consider a periodic function S(x) = S(x+ na) in the real space, defined as:

S(x) =
∑
n

1

σ
√

2π
exp

[
−(x− na)2

2σ2

]
. (3.14)
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The function S(x) is the convolution of a lattice function L(x) of period a and a gaussian function
f(x) of average position zero and standard deviation σ. Let us assume that σ < a/2 (Fig. 3.2,
left). The function S(x) could describe the spread of nuclear positions in a linear array of atoms in
thermal motion (in harmonic approximation, the distribution function is gaussian). The function
S(x) could also approximate the distribution of electronic charge around the nuclei (which is in
principle non-gaussian).

x0 a-a 2a 3a-2a-3a 0 b 2b-b-2b k

Direct
space

Recip.
space

Figure 3.2: Left: unidimensional crystal with lattice parameter a and gaussian basis function.
Right: squared modulus of its Fourier transform. The vertical lines define one Wigner-Seitz cell in
the direct space (left) and the first Brillouin cell in the reciprocal space (right).

The Fourier transform L̃(k) of the lattice function L(x) is again a lattice function; the period
b = 2π/a of the reciprocal lattice is inversely proportional to the period a of the direct lattice.
The Fourier transform of the gaussian basis function f(x) is a gaussian function f̃(k) = exp(−k2σ2/2),
whose standard deviation is ∝ 1/σ2; the more peaked is the basis function f(x), the larger is the
Fourier transform f̃(k).
The Fourier transform of the entire function S(x), calculated making use of the convolution theo-
rem, is the product S̃(k) = L̃(k) f̃(k). The squared modulus of f̃(k) is shown as a dashed line in
Fig 3.2, right; the squared modulus of S̃(k) is given by the values of the squared modulus of f̃(k)
in correspondence of the peaks of L̃(k). Otherwise stated, the amplitude of the L̃(k) function is
modulated by the gaussian function f̃(k).

(?) Determine the Wigner-Seitz cells in direct space (one is limited by the vertical lines in Fig. 3.2,
left). Compare the basis function f(x) within the Wigner-Seitz cells of different lattice points
of direct space.

(?) How is the reciprocal lattice modified if the period a of the direct lattice is increased?
(?) How are the Fourier coefficients modified if the width σ of the gaussian function f(x) is

reduced? What happens to the reciprocal lattice if σ → 0, say if the periodic function S(x)
becomes a pure lattice function? and if σ →∞?

Note: While the basis function f(x) is the same for the Wigner-Seitz cell of every lattice point of
the direct space, the Fourier-transformed function f̃(k) is different for different Wigner-Seitz
cells of the reciprocal lattice (Fig. 3.2). The Wigner Seitz cell centred on the origin of the
reciprocal lattice is called “first Brillouin Zone”. For a further discussion, see Section 3.4.

3.1.6 Effects of the finite crystal size
The finite size of the crystal has been accounted for by a suitable shape function in § 2.5. Adapting
(2.17) to the one-dimensional case, the crystal structure becomes

S(x) = [L(x)M(x)] ∗ f(x) . (3.15)

According to the convolution theorem, the product of the lattice and shape functions is Fourier
transformed into their convolution:

F [L(x)M(x)] = F [L(x)] ∗ F [M(x)] . (3.16)

The effect is an enlargement of the peaks of the lattice function in reciprocal space.
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3.2 Reciprocal space in three dimensions
The one-dimensional theory is easily generalised to the three-dimensional case.

Periodic functions, Fourier series

Let us consider a three-dimensional periodic function in the direct space (such as an electronic
density or a potential energy)

f(~r + ~T ) = f(~r) , (3.17)

where
~T = n1~a1 + n2~a2 + n3~a3 (3.18)

is the generic translation vector.

The three-dimensional periodic function can be expanded in a Fourier series, by analogy with the
one-dimensional case. The one-dimensional quantities G = mb become three-dimensional vectors

~G = m1
~b1 +m2

~b2 +m3
~b3 , (3.19)

where ~b1,~b2,~b3 are primitive vectors of the reciprocal space and mi are integer numbers.
The Fourier expansion is a sum over all the reciprocal lattice vectors ~G

f(~r) =
∑
~G

B~G e
i ~G·~r . (3.20)

The quantities B~G are the (generally complex) Fourier coefficients of the three-dimensional periodic
function, which share some properties with the one-dimensional Fourier coefficients AG of (3.2):

a) If f(~r ) is real, then B−~G = B∗~G, so that |B−~G|
2 = |B~G|

2. In diffraction experiments, one
measures the squared moduli of the Fourier coefficients |B~G|

2: diffraction patterns are centro-
symmetric and no information on the phase of the coefficients B~G can be directly obtained.

b) If the real function f(~r ) is symmetrical, f(−~r ) = f(~r ), the Fourier coefficients B~G are real.
Again, diffraction experiments measure |B~G|

2, and the sign of B~G cannot be determined.

Non-periodic functions, Fourier integrals

For non-periodic functions, the Fourier integrals are defined in the three-dimensional space. To
the function f(~r) of the continuous variable ~r in the direct space it corresponds a function f̃(~k) of
the continuous variable ~k in the reciprocal space. The two functions are connected by the Fourier
integrals:

f̃(~k) =

∫
f(~r) e−i

~k·~r d3r (3.21)

and
f(~r) =

1

(2π)3

∫
f̃(~k) ei

~k·~r d3k . (3.22)

Convolution theorem and crystal structure

Also in three dimensions, the convolution theorem holds.
Let us consider the periodic crystal structure S(~r) as the convolution of the periodic lattice function
L(~r) and a non-periodic basis function f(~r):

S(~r) = L(~r) ∗ f(~r) (3.23)

The Fourier transform of the periodic crystal structure is

S̃(~k) = L̃(~k) · f̃(~k) . (3.24)
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For an infinite crystals, the Fourier transform L̃(~k) of the periodic lattice function L(~r) is different
from zero only in correspondence of the tips of the reciprocal lattice vectors ~G:

L̃(~k) =
1

V

∑
~G
δ(~k − ~G) (3.25)

As for the one-dimensional case, the Fourier transform of the periodic function S(~r) is different
from zero only for the ~k values corresponding to points ~G of the reciprocal lattice.

Effects of the finite crystal size

By introducing the shape function M(~r), the crystal structure has been expressed in (2.17) as

S(~r) = [L(~r)M(~r)] ∗ f(~r) . (3.26)

According to the convolution theorem, the product of the lattice and shape functions is Fourier
transformed into their convolution:

F [L(~r)M(~r)] = F [L(~r)] ∗ F [M(~r)] . (3.27)

The effect is an enlargement of the peaks of the lattice function.

3.3 Relation between direct and reciprocal lattices

Our problem is now to understand how the primitive vectors of the reciprocal lattice are defined
and connected to the primitive vectors of the direct for three-dimensional structures.

Primitive vectors: orthogonal lattices

If the primitive vectors of the direct space are mutually orthogonal, the extension of the one-
dimensional case to the three-dimensional case is trivial.
For each direction,

~bi||~ai , ~bi⊥~aj (j 6= i) , bi =
2π

ai
, (3.28)

so that
~ai ·~bj = 2πδij . (3.29)

Fig. 3.3 shows a two-dimensional case. The primitive vectors of the reciprocal space ~b1 and ~b2 are
orthogonal to the planes (10) and (01), respectively, and their lengths are inversely proportional
to the corresponding inter-planar distances, 2π/a1 and 2π/a2, respectively.

One can easily verify that the condition of periodicity in the real space f(~r+ ~T ) = f(~r) is fulfilled
by the Fourier expansion

f(~r + ~T ) =
∑

~G
B~G e

i ~G·(~r+~T ) =
∑

~G
B~G e

i ~G·~r ei
~G·~T = f(~r) , (3.30)

because the dot product of any pair of direct and reciprocal lattice vectors

~T · ~G = (n1~a1 + n2~a2 + n3~a3) · (m1
~b1 +m2

~b2 +m3
~b3) (3.31)

is an integer multiple of 2π, so that

ei
~G·~T = 1 . (3.32)
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Figure 3.3: Top panels: an orthogonal direct lattice (left) and the corresponding reciprocal lattice.
Bottom panels: relation between primitive vectors of reciprocal lattice and direct lattice planes.

Primitive vectors: two-dimensional oblique lattices

To better grasp the relation between direct and reciprocal non-orthogonal lattices, it is convenient
to examine first the two dimensional case (Fig 3.4).
As for the orthogonal case, the reciprocal lattice primitive vectors ~b1 and ~b2 are perpendicular
to the (10) and (01) planes, respectively, say they are oriented along the [10] and [01] directions,
respectively. Their directions are thus different from the directions of the primitive vectors ~a1 and
~a2 of the direct lattice.
The moduli of the reciprocal primitive vectors ~b1 and ~b2 are again inversely proportional to the
inter-planar spacing, but now the inter-planar spacing doesn’t coincide with the length of the direct
primitive vectors, as for the orthogonal lattices.
If θ is the angle between ~a1 and ~a2, the relations between the moduli of primitive vectors are

b1 = 2π
1

a1 sin θ
, b2 = 2π

1

a2 sin θ
. (3.33)

When θ = π/2, (3.33) reduces to (3.28).
Introducing the area of the primitive cell a1a2 sin θ at the denominator, we obtain an alternative
expression which facilitates the transition from the two-dimensional to the three-dimensional case:

b1 = 2π
a2

a1 a2 sin θ
, b2 = 2π

a1

a1 a2 sin θ
. (3.34)

Taking into account that the angle between ~ai and ~bi is π/2− θ, it is easy to see that the primitive
vectors obey the orthogonality relation (3.29) found for orthogonal lattices

~ai ·~bj = 2πδij . (3.35)

Primitive vectors: general rule for three-dimensional lattices

For the three-dimensional case, the general relation between direct and reciprocal primitive vectors,
valid for both orthogonal and oblique lattices, is:

~b1 = 2π
~a2 × ~a3

~a1 · (~a2 × ~a3)
; ~b2 = 2π

~a3 × ~a1

~a1 · (~a2 × ~a3)
; ~b3 = 2π

~a1 × ~a2

~a1 · (~a2 × ~a3)
. (3.36)

From (3.36) one can see that:
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Figure 3.4: Top panels: an oblique direct lattice (left) and the corresponding reciprocal lattice.
Bottom panels: the primitive vectors ~b1 and ~b2 are orthogonal to the planes (10) and (01), respec-
tively, and their lengths are inversely proportional to the corresponding inter-planar distances.

- The denominator in each equation is the volume of the direct space cell. The larger the unit
cell of the direct space, the smaller is the unit cell of the reciprocal space.

- The primitive vectors obey the orthogonality relation (3.29) found for orthogonal lattices

~ai ·~bj = 2πδij . (3.37)

- The primitive vector ~b1 is perpendicular to the (100) planes, and its modulus is proportional
to the inverse of the ratio between the volume of the direct primitive cell and the surface of
the face defined by ~a2 and ~a3, say is proportional to the interplanar spacing (more exactly,
2π divided by the inter-planar spacing). Similar considerations hold for ~b2 and ~b3.

- The general relations (3.36) collapse to (3.28) for orthogonal lattices.

One can easily verify that the condition of periodicity in real (direct) space f(~r + ~T ) = f(~r) is
fulfilled by the Fourier expansion, since the general definition again leads to

ei
~G·~T = 1 (3.38)

also for oblique lattices.
The connection between primitive vectors ~ai and ~bi ensures that the two lattices are rigidly con-
nected: a rotation of the direct lattice corresponds to a similar rotation of the reciprocal lattice.

Problem: Verify that the reciprocal lattice of a fcc lattice is bcc (see § 3.5.5). Verify that the
reciprocal lattice of a bcc lattice is fcc.

3.4 Physical interpretation of the reciprocal space

In the previous sections we have studied the properties of the reciprocal space in connection with the
structure of crystalline matter. To that purpose, we have focussed our attention on the reciprocal
lattice, say on a discrete grid of points of the reciprocal space.
Actually, the reciprocal space consists in a three-dimensional continuous distribution of points,
corresponding to vectors ~k. Every wavevector ~k can be connected to a plane wave in real space,
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Figure 3.5: Schematic two-dimensional representation of direct and reciprocal spaces for a square
lattice. Left: Direct space: the primitive cell (red) is the building block of the real finite crystal
(central pink square) whose repetition according to the periodic boundary conditions simulates
the infinite crystal. Right: Reciprocal space: grid of reciprocal space points (small black circles),
reciprocal lattice points (large blue circles) and first Brillouin Zone (green square).

whose wave-fronts are normal to ~k and whose wavelength is λ = 2π/k. The reciprocal lattice
vectors ~G represents a discrete subset of the reciprocal vectors ~k.
The entire reciprocal space, not limited to the reciprocal lattice, is a powerful tool for studying
important phenomena, such as the atomic vibrational modes in crystals (see Chapter 7) and the
electron wavefunctions in crystals (see Chapter 9).
In this section we introduce some basics concepts which are extensively used in those later chapters.

The discussion is illustrated by the two-dimensional schemes of Fig. 3.5. In the left part of the
figure, representing the direct space of a two-dimensional crystal, one can distinguish three levels
of scale: the primitive cell (the little red square), the entire real crystal (the central pink square),
also referred to as “fundamental” crystal, and the ideal infinite crystal made up by the repetition
of the fundamental crystal according to the rules of the periodic boundary conditions introduced
in § 2.5.1.

Reciprocal lattice and lattice planes

Let us first recall some basic concepts concerning the structure of crystals, as depicted in previous
sections.
According to (3.20), the Fourier expansion of the periodic function f(~r) only involves the points
of the reciprocal lattice (large blue circles in Fig. 3.5, right).
The reciprocal lattice vectors ~G are linear combinations of the primitive vectors ~b1,~b2,~b3 with
integer coefficients, according to (3.19):

~G = m1
~b1 +m2

~b2 +m3
~b3 .

A reciprocal lattice point ~G can be connected to a plane wave whose periodicity is related to the
periodicity of the direct lattice in the real space.

a) For every family of lattice planes in the direct space, separated by a distance d, there are
reciprocal lattice vectors perpendicular to the planes, the shortest of which have a length
2π/d.

b) For every reciprocal lattice vector ~G, there is a family of lattice planes in the direct space,
normal to ~G and separated by a distance d, where 2π/d is the length of the shortest reciprocal
lattice vector parallel to ~G.
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It is important to stress here that the wavevectors of the reciprocal lattice correspond to wave-
lengths of the same order or smaller than the size of the primitive cell.
Note: In Chapter 1 we have introduced two alternative notations for direct-space translation

vectors:
~T = n1~a1 + n2~a2 + n3~a3 = u~a+ v~b+ w~c . (3.39)

The corresponding alternative notations for the reciprocal-space translation vectors are:

~G = m1
~b1 +m2

~b2 +m3
~b3 = h~a∗ + k~b∗ + `~c∗ . (3.40)

The second expression evidences the fact that the integer coordinates of the reciprocal lattice
points correspond to the Miller indices (hk`) of the direct lattice planes.

Periodic boundary conditions and reciprocal space

When treating the normal modes of atomic vibrations, we are dealing with wavelengths larger than
the primitive cell size. When treating the electron wavefunctions in crystals, we are dealing with
wavefunctions which can be larger or smaller than the primitive cell size. In both cases, one has
to consider the entire reciprocal space, or at least a portion of it, not limited to the discrete lattice
points.

As it will be seen later on, the treatment of atomic vibrations and electron dynamics is greatly
simplified if the translational symmetry of the crystal is considered. However, the full translational
symmetry is only possible for infinite crystals. Real crystals are finite, and thus lack translational
symmetry.
However, if the real crystal is sufficiently large, so that surface effects can be neglected, the proper-
ties connected to the full translational symmetry can be recovered by using the periodic boundary
conditions, introduced in § 2.5.1. We want to investigate here the effects of periodic boundary
conditions on the reciprocal space.

As in § 2.5.1, let’s consider a crystal of parallelepiped shape, whose edges are N1~a1, N2~a2, N3~a3,
so that it contains N = N1N2N3 primitive cells (pink square in Fig. 3.5, left). This “fundamental”
crystal is considered as a part of an infinite series of identical crystals extending in all directions
with the same orientation.
The periodic boundary conditions (2.14)

~TN1~a1 = ~TN2~a2 = ~TN3~a3 = ~T0 ,

where T0 is the null translation, represent a constraint on the wavevectors k, so that:

ei
~k·~r = ei[

~k·(~r+~aiNi)] , (i = 1, 2, 3) (3.41)

which amounts to say that
ei[
~k ·~aiNi] = 1 . (i = 1, 2, 3) (3.42)

Let us now express a given wavevector ~k of the reciprocal space in terms of the primitive vectors ~bi
of the reciprocal lattice and take into account the orthogonality relation (3.28) between primitive
vectors of the direct and reciprocal lattice

~k =

3∑
i=1

xi~bi , ~ai ·~bj = 2π δij (i = 1, 2, 3) (3.43)

where xi are in principle real coefficients.
The periodic boundary conditions (3.42) can be rewritten as

ei 2π xiNi = 1 = ei 2π ni (i = 1, 2, 3) (3.44)
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Figure 3.6: Left: fcc Bravais lattice in real space. Right: its First Brillouin Zone (in reciprocal
space); the highest symmetry directions are conventionally labelled by specific letters.

where ni are integer numbers, so that

~k =
∑
i

xi~bi =
∑
i

ni
Ni

~bi . (3.45)

The possible values of ~k represent a grid of points extended over all the reciprocal space (small
black circles in Fig. 3.5, right). The density of the points of the grid increases if the size of the real
(“fundamental”) crystal increases.

First Brillouin zone

In principle, the choice of a primitive cell is arbitrary in the reciprocal space as well as in the direct
space.
Particularly important is the Wigner-Seitz primitive cell centred on the origin of the reciprocal
lattice, which is called First Brillouin Zone (green square in Fig. 3.5, right).
Example: The fcc Bravais lattice supports a number of important structures (fcc, diamond,

zincblende, NaCl). One can easily see that the reciprocal lattice is bcc (§ 3.5.5). The First
Brillouin Zone of the fcc Bravais lattice, say the Wigner-Seitz cell centred on the origin of the
bcc lattice, is shown in Fig. 3.6.

The First Brillouin Zone contains only one reciprocal lattice point, ~G = 0, which is conventionally
called the Γ (gamma) point. The Γ point corresponds to a wave of infinite wavelength and thus
has generally no physical interest.
The other points ~k within the first BZ in reciprocal space correspond to plane waves whose wave-
length λ = 2π/k is larger than the periods of the direct-space lattice. These long-wavelength waves
can describe the normal modes of vibrations of atoms or the dynamical properties of electrons mov-
ing in the periodic crystal potential.
It will be shown in forthcoming chapters that, as a consequence of translational symmetry, a
number of physical properties of crystals can be exhaustively described even if attention is limited
to the ~k wavevectors of the First Brillouin Zone.

Constructing Brillouin zones

Let’s consider in some detail the procedure for constructing the first Brillouin Zone, with reference
to Fig. 3.7.
Draw lines connecting the origin of the reciprocal space (Γ point) to all the other points of the
reciprocal lattice and bisect each line with a plane (these planes are named “Bragg planes”).
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Figure 3.7: Left: First Brillouin Zone for a square lattice. Right: First and second Brillouin Zones
for the same square lattice.

The first Brillouin Zone is the smallest polyhedron containing the origin of the reciprocal space
and bounded by Bragg planes (green square in Fig. 3.7, left).
Other Brillouin Zones can be singled out by considering farther reciprocal lattice points and farther
Bragg planes. For example, in Fig. 3.7 (right) the four triangular orange regions represent the 2nd
Brillouin Zone for the considered square lattice.
The outer Brillouin Zones are the sum different disconnected regions. The total volume of every
outer Brillouin zone is always equal to the volume of the first Brillouin Zone.

3.5 Complements and problems

3.5.1 Time periodicity and space periodicity

Time periodicity

A periodic function of time is characterized, in the direct space t, by the analytic expression
f(t) = f(t+ T ), where T is the period.
The conjugate variable of the time t is the frequency ν, measured in hertz (inverse seconds). In
Physics, it is customary to consider the angular frequency ω = 2πν as conjugate variable.
To a given angular frequency ω it corresponds, in the direct space, a sinusoidal function, whose
period is T = 2π/ω.

f(t) = C cos (ωt) + S sin (ωt) = A sin (ωt+ φ) . (3.46)

Spatial periodicity

Let us now consider a periodic function of the linear spatial coordinate x, expressed analytically
by f(x) = f(x+ a), where a is the period.
The conjugate variable of the position x (direct space) is the inverse length. In Physics, it is cus-
tomary to consider the inverse length multiplied by 2π as conjugate variable (“spatial frequency”).
To a given “spatial frequency” b it corresponds, in the direct space, a sinusoidal function, whose
period is a = 2π/b:

f(x) = C cos (bx) + S sin (bx) = A sin (bx+ φ) . (3.47)

This description is quite familiar when dealing with sinusoidal plane waves, where a can be identified
with the wavelength λ and b with the wavenumber k = 2π/λ:

f(x) = A sin (kx+ φ) = A sin (2πx/λ+ φ) . (3.48)
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3.5.2 Spatial periodic functions
Let us consider a periodic function of the spatial position x

f(x+ T ) = f(x+ na) = f(x) , (3.49)

where a is the period, n is an integer number and T = na is a translation quantity.
The quantities T = na form a lattice of points on the real one-dimensional axis x.
(Don’t confuse the translation T with the time period T .)

Cosine and sine Fourier series

The periodic function f(x) can be expanded into a Fourier series

f(x) = f0 +
∑
m>0

[Cm cos(mbx) + Sm sin(mbx)] (3.50)

= f0 +
∑
G

[CG cos(Gx) + SG sin(Gx)] (3.51)

where b = 2π/a and m is an integer mumber. In (3.51), G = mb.
The average value of the function (3.49) is

f0 =
1

a

∫ a

0

f(x) dx . (3.52)

The Fourier coefficients Cm and Sm of (3.50) are real numbers defined as:

Cm =
2

a

∫ a

0

f(x) cos(mbx) dx (3.53)

Sm =
2

a

∫ a

0

f(x) sin(mbx) dx (3.54)

The actual shape of the periodic function f(x) depends on the values of the Fourier coefficients
Cm and Sm.

Reciprocal lattice

The quantities G = mb of (3.51) form a lattice of points in the reciprocal one-dimensional space,
which is called reciprocal lattice; the quantity b = 2π/a is the period of the reciprocal lattice.
The period a of the function f(x) determines the reciprocal lattice. The larger is a, the smaller is
b, and viceversa (whence the name “reciprocal space”).
Any periodic function (3.49) in real space can be reproduced with the desired approximation by
summing up of a sufficiently large number of Fourier terms with appropriate coefficients.

Problem: Consider the behaviour of a sum of cosine terms with all coefficients Cm = 1

f(x) =
∑
m>0

cos(mbx) =
∑
m>0

cos

(
m

2π

a
x

)
(3.55)

as a function of the number of terms. For one term (m=1), f(x) is a cosine function. When
more and more terms are added, corresponding to cosine functions of higher and higher fre-
quencies, the function f(x) progressively increases at the values x = a, 2a, 3a, . . ., where all
cosine functions are in phase. In the intermediate points the amplitude of the function f(x)
becomes progressively negligible with respect to the values at x = a, 2a, 3a, . . .. Asymptoti-
cally, for m→∞, the function f(x) tends to a lattice function f(x) =

∑
n δ(x− na).

To a Bravais lattice in the reciprocal space it corresponds a Bravais lattice in the real space,
and viceversa.

Note: The Fourier expansion of a periodic spatial function (3.49) is formally equal to the more
familiar case of the time and frequency domains: a periodic function f(t) of period T is
Fourier expanded in terms of a fundamental frequency ω0 = 2πν = 2π/T and its harmonics
mω0.
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Exponential Fourier series

The Fourier expansion (3.50) is frequently expressed in more compact complex exponential form,

f(x) =

+∞∑
m=−∞

Am e
imbx =

∑
G

AG e
iGx (3.56)

where now the index m can be positive, zero or negative, and the coefficients Am are complex
quantities, given by:

Am =
1

a

∫ a

0

dx f(x) e−imbx . (3.57)

The condition that f(x) is real imposes A−m = A∗m.
The connection between the Am coefficients of (3.56) and the Cm and Sm coefficients of (3.50) is
given by

Am =

[
Cm
2

+
Sm
2i

]
, A−m =

[
Cm
2
− Sm

2i

]
, (m > 0) . (3.58)

3.5.3 Non-periodic functions, Fourier integral
For non-periodic functions, the Fourier series (3.56) transforms into the Fourier integral. To the
function f(x) of the continuous variable x in the direct space it corresponds a function f̃(k) of
the continuous variable k in the reciprocal space. The two function are connected by the Fourier
integrals:

f̃(k) =

∫ +∞

−∞
f(x) e−ikx dx , f(x) =

1

2π

∫ +∞

−∞
f̃(k) eikx dk . (3.59)

Demonstration

Let us rewrite (3.56) and (3.57) for a periodic function of period a in the real space as

fa(x) =

+∞∑
m=−∞

Am e
ikmx , Am =

1

a

∫ a/2

−a/2
f(x) e−ikmx dx , (3.60)

where now mb = km. For each value of m one has a = 2π/(km+1−km). It is convenient to rewrite
(3.60) as

fa(x) =

+∞∑
m=−∞

[
km+1 − km

2π

∫ a/2

−a/2
f(ξ) e−ikmξ dξ

]
eikmx , (3.61)

For a non-periodic function, let a→∞, km+1 − km → dk and substitute the sum in (3.61) by an
integral

f(x) =

∫ +∞

−∞

dk

2π

[∫ +∞

−∞
f(ξ) e−ikξ dξ

]
eikx

=
1

2π

∫ +∞

−∞
dk
[
f̃(k)

]
eikx (3.62)

3.5.4 Demonstration of equation (3.11)
Let first re-adjust the sum

p∑
n=−p

e−ikna = e+ikpa

p∑
n=−p

e−ik(p+n)a = e+ikpa

2p∑
s=0

(
e−ika

)s
, (3.63)

where the variable s = p+ n has been introduced for convenience.
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Now, since the number of lattice points is N = 2p+ 1, so that 2p = N − 1 and p = N/2− 1/2, and
remembering that

N−1∑
s=0

as =
aN − 1

a− 1
, (3.64)

one finds
p∑

n=−p
e−ikna = e+ik(N−1)a/2 e−ikNa − 1

e−ika − 1
=

e−ikNa/2 − e+ikNa/2

e−ika/2 − e+ika/2
, (3.65)

whence finally
p∑

n=−p
e−ikna =

sin(Nka/2)

sin(ka/2)
(3.66)

3.5.5 Reciprocal lattice of an fcc Bravais lattice
We have seen in § 2.7 that the simplest choice of primitive vectors for an fcc Bravais lattice is

~a1 = (a/2) (x̂+ ŷ) (3.67)
~a2 = (a/2) (ŷ + ẑ) (3.68)
~a3 = (a/2) (ẑ + x̂) (3.69)

and that the volume of the primitive cell of the direct lattice is

Vp = (~a1 × ~a2) · ~a3 = a3/4 = Vc/4 . (3.70)

Making use of (3.36) one can easily find the primitive vectors of the reciprocal space

~b1 = 2π
~a2 × ~a3

~a1 · (~a2 × ~a3)
=

2π

a
(x̂+ ŷ − ẑ) (3.71)

~b2 = 2π
~a3 × ~a1

~a1 · (~a2 × ~a3)
=

2π

a
(−x̂+ ŷ + ẑ) (3.72)

~b3 = 2π
~a1 × ~a2

~a1 · (~a2 × ~a3)
=

2π

a
(x̂− ŷ + ẑ) . (3.73)

Looking again at § 2.7, we can check that the ~bi are primitive vectors of a bcc lattice.
The volume of the primitive cell of the reciprocal lattice is

V ∗ = (~b1 ×~b2) ·~b3 =
32π3

a3
a3/4 = Vc/4 . (3.74)

The volume of the bcc conventional cell of the reciprocal lattice is

2V ∗ =
64π3

a3
(3.75)

and the lattice parameter of the bcc conventional cell is

b = (2V ∗)1/3 =
4π

a
. (3.76)

3.6 Bibliography of Chapter 3
- N.W. Aschroft and N.D. Mermin: Solid State Physics (various editions). Chapter 5 (The
reciprocal lattice).

- C. Kittel: Introduction to Solid State Physics, 8th edition, Wiley 2005. Chapter 2 (Wave
diffraction and the reciprocal lattice).



Chapter 4

Symmetry in molecules and crystals

The term symmetry originates from ancient Greek (συν µετρια, with measure). The original
meaning was mainly aesthetic: a symmetric object is characterised by right proportions. Typical
examples are the five platonic solids, appreciated for their regular shape (Fig. 4.1).
Only in the last two centuries has the idea of symmetry gained a clear mathematical meaning, con-
nected to the concepts of transformation and of the invariance of the objects (or of their properties)
under symmetry transformations (Section 4.1). The possibility of describing the symmetry proper-
ties within the framework of the group theory has dramatically enhanced the scientific applications
of symmetry (Section 4.2).
Invariance properties under symmetry transformation represent a powerful tool in many fields of
Physics. In this Chapter the attention is mainly focused on the symmetry properties of molecules
(Sections 4.3 and 4.5 and crystals (Section 4.6).

Figure 4.1: The five regular (platonic) solids.

4.1 Introduction

Many natural objects exhibit some forms of approximate symmetry: flowers are often invariant with
respect to some rotation angles or with respect to one reflection plane. The external appearance
of animals is generally symmetrical with respect to a reflection plane; a starfish exhibits invariance
with respect to a rotation of 2π/5.
Symmetry has been often considered a requisite for aesthetic quality of human buildings, from
Egyptian pyramids to gothic churches to stadiums. Some degree of symmetry characterises many
man-made objects, such as cars, planes, ships, bottles.
In the following, we consider the symmetry properties of ideally perfect objects, such as geometric
solids, molecules, crystals.

4.1.1 Phenomenological definition

A simple geometrical definition of symmetry is: a symmetry transformation (for short “a symme-
try”) of an object is a transformation that brings the object into a form indistinguishable from the

53
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original one.
Example: The rotation of a cube by an angle of 2π/3 around one of its main diagonals leaves it

unchanged; it is a symmetry transformation (Fig. 4.2, left).
Alternatively, one can think of objects as composed of equal parts, which can be converted one
into the other by symmetry transformations.
Example: In the ammonia molecule NH3, the N atom is at the vertex of a triangular pyramid, and

the three equal H atoms are at the corners of the base (Fig. 4.2, right). The rotation of the
molecule by an angle of 2π/3 around the axis perpendicular to the base and including the N
atom converts each H atom into another H atom.

This definition is particularly appropriate when one is interested in the invariance of the shape and
atomic structure of molecules and crystals.

!"

#"

#"
#"

Figure 4.2: Left: rotation axis corresponding to a main diagonal of a cube. Right: the ammonia
molecule NH3.

On more general grounds, one is interested in the invariance, with respect to symmetry transfor-
mation, of some physical properties of systems, such as elastic, electric or magnetic properties. In
Quantum Mechanics, one is interested in the invariance of the Hamiltonian operator and of the
stationary Schrödinger equation.
The possible symmetry transformation of Physics are not limited to geometrical transformations.
One can be interested in symmetry with respect to inversion of spatial or time coordinates, with
respect to permutation of the elements of a set, with respect to the inversion of electric charge
or with respect to more sophisticated transformations (e.g. the gauge invariance connected to the
choice of the scalar and vector potentials of the electromagnetic fields).

4.1.2 Formal definition of symmetry

Let {~x} = {x1, x2, . . . xm} be a set of variables describing the properties of an object F . The
variables can be cartesian coordinates or other types of variables; the property can be any physical
property, including the aspect of the object.
Consider a transformation

g[{x1, x2, . . . xm}] = {x′1, x′2, . . . x′m} = {~x ′} . (4.1)

The object F is symmetric with respect to the transformation g if

F ({x1, x2, . . . xm}) = F (g[{x1, x2, . . . xm}]) = F ({x′1, x′2, . . . x′m}) , (4.2)

or
F ({~x}) = F ({~x ′}) , (4.3)

say if one cannot distinguish whether the object has undergone or not the transformation.
For each symmetry transformation g[{~x}] = {~x′ } there is an inverse transformation g−1[{~x ′}] =
{~x}.
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The identity transformation g = e (or g = E), which leaves all the variables unaltered, is a
symmetry operation too.

It is interesting to note that symmetry transformations have two equivalent interpretations: a) a
change of coordinates with the object remaining unmoved, b) a change of the points of the object
within an unmodified coordinate system.

4.1.3 Useful classifications

When dealing with molecules and crystals, it is convenient to distinguish two main types of sym-
metries:

A. Point symmetries, say operations that leave at least one point of the object unmoved.
We can further distinguish:

a1. Discrete symmetry transformations
e.g. rotations and reflections of a cube, rotations and reflections of an ammonia molecule

a2. Continuous symmetry transformations
e.g. rotations of a sphere, rotations of a spherically symmetric atom, rotations of a
linear molecule around the bond axis

B. Translational symmetries, say operations that move all points by the same amount along the
same direction.
Translational symmetry is in principle possible only for infinite objects. For finite crystals,
the properties connected to full translational symmetry can be recovered by imposing the
periodic boundary conditions (Section 2.5).
We can further distinguish:

b1. Discrete symmetry transformations
e.g. translation of an ideal (infinite) crystal lattice by a lattice vector ~T

b2. Continuous symmetry transformations
e.g. continuous translations in time or in space

In the following, we focus our attention on two types of systems subject to discrete transformations:

1. molecules (point discrete symmetries), Section 4.3
2. crystals (point + translational discrete symmetries), Section 4.6

4.1.4 Composition of symmetry transformations and groups

Let us suppose that all the possible symmetry transformations A,B,C, . . . of a given system have
been found; they form the set of transformations of the system.
Any two symmetry transformations can be composed, say performed one after the other. One
finds that the result of the composition corresponds to one of the transformations of the set.
Otherwise stated, the set of symmetry transformation is closed with respect to the composition of
transformations.
Moreover, one can verify that the composition is always associative, A(BC) = (AB)C, and that
for each transformation A there is an inverse transformation A−1 such that AA−1 = E, where E is
the null transformation. For each system, the set of symmetry transformations has the properties
of an algebraic group.
Notice, however, that in general the composition (which is often called multiplication) is not
commutative.
In the next Section we well shortly review some of the basic properties of groups.
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4.2 Group theory, basic elements

4.2.1 Group axioms

A group G is a set of elements {g1, g2, g3, . . .} (or {A,B,C, . . .}), finite or infinite, characterised by
the following axioms:

1. A composition law (for short “multiplication”) is defined, such that the product of any two
elements of the set is again an element of the set (closure property): AB = C.

2. The multiplication is associative: (AB)C = A(BC).

3. There exists an identity element E such that EA = AE = A for every element A.

4. There is an inverse element A−1 for every element A of the group, such that A−1A = AA−1 =
E. One can easily show that (ABC)−1 = C−1B−1A−1.

The number of elements is the order of the group. The order can be finite or infinite.
Example 1: The only group of order one is the group containing only the identity element E.
Example 2: There is only one possibility of a group of order two: G = {A,E}, where AA = E, so

that A = A−1.
Example 3: The only group of order 3 is G = {A,B,E}, where AA = B and A−1 = B.
Example 4: The set of natural numbers is not a group with respect to addition, since there is no

identity element and there are no inverse elements.
Note: In the applications of group theory to crystallographic symmetry, don’t confuse the sym-

metry elements (axes, planes, points) with the group elements, which actually correspond to
symmetry transformations (rotations, reflections, inversion).

Commutative groups

If, for any pair A,B of group elements, the equality AB = BA holds, the group is said to be
commutative or abelian.
Example 1: An example of commutative group of infinite order is the set of all positive and

negative integers, including zero, with respect to the ordinary addition operation. The zero is
the identity element.

Example 2: An example of a non-commutative group of infinite order is the set of allm×mmatrices
with non-zero determinant. The composition law is the ordinary matrix multiplication. The
identity element is the unit matrix Dij = δij .

Multiplication tables

A finite group can be represented by a multiplication table, such as Table. 4.1. In the multipli-
cation tables shown here, by convention the first column to the left of the table contains the first
transformation and the first row on top of the table contains the second transformation. (In the
product AB, B is the first transformation.)
In every multiplication table, each column and each row contains each element of the group once
and only once (rearrangement theorem).
The group whose multiplication table is represented in Table. 4.1 is non-commutative; one can see
that, for example, CA = D 6= AC = F . One can also see that A−1 = B, and so on.

4.2.2 Order of an element. Cyclic groups

Let us consider an element g of a finite group G. The sequence

g, g2, g3, . . . , gp = E (4.4)
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Table 4.1: Multiplication table of a possible non-commutative group of order 6; as we will see later
on, this corresponds to the multiplication table of the point symmetry group C3v. From the Table
we can see for example that DB = C, the first element B of the product being in the leftmost
column, the second element D being in the upmost row.

E A B C D F
E E A B C D F
A A B E D F C
B B E A F C D
C C F D E B A
D D C F A E B
F F D C B A E

is called the period of the element g, and the integer p is the order of g. Otherwise stated, the
order of an element is the minimum integer value p for which gp = E.
If there is an element g whose period (4.4) exhausts all the elements of the group, then the group
G is called cyclic,

G = {g, g2, g3, . . . , gp = E} , (4.5)

and the element g is the “generator” of the cyclic group.
If the period (4.4) is only a subset of the elements of the group G, it is evident that it has the
properties of a group; it a subgroup of G (see below).
All cyclic groups are commutative. Let g be the generator and A = gp and B = gq two elements;
then AB = gp+q = gq+p = BA.
Example 1: The group of order 3, say G = {A,B,E}, is cyclic, the generators being both A and

B.
Example 2: The complex roots of order N of the number one, 11/N , form a cyclic group of order

N with respect to ordinary multiplication, G = {ei2π/N , . . . , ei2πk/N , . . . , ei2π}, where ei2π/N
is the generator element and ei2π = 1 is the identity element.

Problem 1: The 4-th order roots of the number one form the cyclic group G = {i,−1,−i, 1}, where
i =
√
−1 is the generator and 1 is the identity element. Write the multiplication table.

Problem 2: Verify that the group whose multiplication table is shown in Table 4.1 is not cyclic.

4.2.3 Subgroups - Cosets
A subset S = {s1 = e, s2, . . . sk} of a group G = {g1 = e, g2, . . . gn} (k < n) is called a subgroup
of G if its elements satisfy the group axioms. In particular, every subgroup S of G contains the
identity element E (or e).
Let gi be an element of the group G not belonging to the subgroup S (gi ∈ G, gi /∈ S). The sets

gi S = {gis1, gis2, . . . , gisk} , S gi = {s1gi, s2gi, . . . , skgi}

are called a left coset and a right coset, respectively, of the subgroup S (in italian, “laterale sinistro”
and “laterale destro”).
One can verify the following properties:

a) A coset shares no elements with the subgroup.
Dem: Let be sjgi = sm ∈ S for some gi; then gi = s−1

j sm ∈ S, contrary to the assumption
gi /∈ S.

b) The cosets are no subgroups (they don’t contain the identity element E).
c) A coset of a subgroup contains the same number k of elements as the subgroup.

Dem.: The number of elements of a coset cannot obviously be larger than k. It cannot be
smaller too: actually, let gisj = gism for some j,m, then sj = g−1

i gism = sm.
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d) Two (right or left) cosets of a subgroup S of the group G either are identical or have no
elements in common.
Dem.: Let us consider two cosets g1S and g2S, and assume that they have a single element in
common, g1sj = g2sm; then g−1

2 g1 = sms
−1
j ∈ S, so that g−1

2 g1S = S and finally g1S = g2S.
e) Each element of the group G belongs to the subgroup S or to one of its cosets.

The order k of a subgroup S is always an integer divisor of the order n of the group G:
k = n/`, where the integer ` is the index of the subgroup S in G (Lagrange theorem).

Example 1: In the group of Table 4.1 the subgroups are {E}, {E,A,B}, {E,C}, {E,D}, {E,F}.
Example 2: In the group of Table 4.1, the set {C,D, F} is a coset of the subgroup {E,A,B}. Find

possible cosets of the other subgroups.

Problem: Verify that any group of prime order must be cyclic (otherwise the period of some element
would appear as a subgroup whose order is a divisor of a prime number).

4.2.4 Conjugate elements - Classes
Two elements A and B of a group G are said to be conjugate if there exists an element C of the
group such that A = C−1BC.
One can show that the two following properties hold for the conjugation relation:

- Symmetric: if B is conjugate of A, then A is conjugate of B.
Dem.: If B = C−1AC, then, by multiplying by C on the left and by C−1 on the right one
gets CBC−1 = A.

- Transitive: if C is conjugate of B and B is conjugate of A, then C is conjugate of A.
Dem.: Let be B = D−1AD and C = F−1BF . By substituting B from the first into the
second equation, C = F−1D−1ADF . But F−1D−1 = (DF )−1.

As a consequence of these properties, a group can be partitioned into classes, say into subsets
without intersections and whose union is the entire group. All the elements within a class are
conjugate, elements of two different classes are not conjugate.
One can verify that:

a) The identity E (e) is a class by itself.
Dem.: For any C, C−1EC = C−1C = E.

b) For commutative groups, any element is a class by itself.
Dem.: For any C and any A, C−1AC = AC−1C = A.

c) All elements of a class share the same order p.
Dem.: Let A and B belong to the same class, so that B = C−1AC. Since Bp = (C−1AC)p =
(C−1AC) (C−1AC) · · · = C−1ApC, if Ap ≡ E, then Bp = E. Notice that E doesn’t belong
to the class of A and B.

Don’t confuse classes with subgroups. A class, with the exception of the identity E, is not a
sub-group.
The formal criteria for finding the classes of a group can be found in Landau-Lifshitz, Quantum
mechanics, Chapter XII, or in more specialised textbooks.
Example: In the group of Table 4.1 there are three classes: {E}, {A,B} and {C,D, F}.
The partition of a group into classes is important for the discussion of irreducible group represen-
tations (Chapter 5).

4.2.5 Isomorphism and homomorphism
Two groups G and H are said to be isomorphic (or isomorphous) if one can establish a one-to-
one correspondence between their elements such that to the product of any two elements of G it
corresponds the product of the two corresponding elements of H:

G ↔ H if gi ↔ hi, gj ↔ hj , gigj ↔ hihj (4.6)
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Different isomorphic groups are different realisations of the same abstract group.
Example: The group CN of rotations is isomorphic to the group ofN complex numbers exp(2πik/N ,

where 0 ≤ k ≤ n.
Two groups G and H may be in a unidirectional correspondence (homomorphism), when G is of
higher order than H, several elements of G are mapped into one element of H and the group
operation is preserved.
Isomorphism and homomorphism are at the base of the theory of group representation (§ 5.2).

4.2.6 Invariant subgroups - Factor group

In the previous subsections we have introduced two kinds of possible partitions of a group G: a)
the partitions in terms of semigroups and cosets and b) the (unique) partition in term of classes.
A subgroup S consisting of entire classes is called an invariant subgroup (or normal subgroup).
It means that for any si ∈ S and for any gj ∈ G, one has g−1

j sigj ∈ S. More synthetically,
g−1Sg = S for every g.
As a first consequence, Sg = gS for every g. In particular, right and left cosets of an invariant
subgroup are equal (for the case of cosets, remember that g /∈ S).
Example: In the group of Table 4.1 the subgroup {E,A,B} is invariant, since it is formed by the

two classes {E} and {A,B}. The subgroups {E,C}, {E,D} and {E,F} are not invariant.
It is convenient now to introduce the concept of complex C for any collection (subset) of group
elements. Subgroups and cosets are examples of complexes.
The complexes represented by an invariant subgroup S and its cosets giS = Sgi can be considered
as the elements of a group of higher level, called the factor group F

F = {S,Sg1,Sg2, . . .} = {C0, C1, C2, . . .} (4.7)

The order of the factor group is ` = n/k, where n and k are the orders of the original group G and
of the subgroup S, respectively.
The invariant subgroup S is also called the normal divisor of the factor group F .
One can verify that the factor group (4.7) has the properties of a group.
Each element of the factor group F is a complex Ci = giS = Sgi; in particular, C0 = eS = S.
The composition of any two elements Ci of the factor group F is based on the invariance with
respect to conjugation of the normal divisor subgroup S = C0, which corresponds to the equality
of left and right cosets:

Ci Cj = (giS) (gjS) = (giSSgj) = giSgj = gigjS . (4.8)

One can easily check that the identity element of the factor group F is the normal divisor S and
that there exists an inverse for each element.

4.2.7 Direct product of two groups

Let us consider two groups:

{H} = {EH = h1, h2, h3, . . . , hs} {K} = {EK = k1, k2, k3, . . . , kt}

where the composition laws hi ◦ hv and kj ? kw are defined. In general, the elements of the two
groups can be of different nature and the composition laws can be different.
The direct product G = H × K is defined as follows:

1. The underlying set is the cartesian product H × K, whose s × t elements are the ordered
pairs (hi, kj)

G = H × K = {(h1, k1), (h1, k2), . . . (hi, k1), (hi, k2), . . . , (hs, kt)} (4.9)
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2. The composition law in the direct product G is defined as

(hi, kj) · (hv, kw) = (hi ◦ hv, kj ? kw) (4.10)

so that E = (h1, k1) = (EH, EK) is the identity element of G and (hi, kj)
−1 = (h−1

i , k−1
j ).

Example: Let R be the group of real numbers under addition. The direct product R × R is the
group of all two-component vectors (x, y) under the operation of vector addition.

Let us now consider the two subsets H′ = {(h1, EK) . . . (hs, EK)} and K′ = {(EH, k1) . . . (EH, kt)}
of the direct product G. The two subsets are isomorphic to H and to K, respectively, and are thus
proper subgroups of G. (Sometimes, H′ and K′ are simply identified with H and K, respectively).
One can easily verify the following properties of the two subgroups H′ and K′:

a) only the identity (EH, EK) is shared by H′ and K′
b) all elements of H′ commute with all elements of K′

As a consequence, both H′ and K′ are composed of entire classes, and are thus both invariant
subgroups of the newly formed group G.

Direct products of symmetry groups

Let us now apply the properties of the direct product to the specific case of symmetry groups.
If H and K are symmetry groups, their elements have the same nature (symmetry transformations)
and the composition laws are the same (composition of symmetry transformations, in the following
represented as a product ·). The identity element is the same for both groups, EH = EK = E.
It is customary to consider a more restrictive definition of the internal product with respect to the
general case (4.9), say

G = H ⊗ K = {(h1 · k1), (h1 · k2), . . . (hi · k1), (hi · k2), . . . , (hs · kt)} (4.11)

where each ordered pair of (4.9) is substituted the product of its two transformations.
The composition law (4.10) is substituted, in the newly defined direct product G, by

(hi · kj) ⊗ (hv · kw) = hi · hv · kj · kw , (4.12)

say by the product of four symmetry transformations.
The above properties (a) and (b) of the subsets H′ and K′ are still valid and both initial groups
H and K are again invariant subgroups of the direct product G.
A simple example of direct product is the C2v group (see § ). Other more important examples of
direct product for point symmetry groups are given in § 4.5.
For some applications (e.g. when crystal space groups are formed from point and translational
groups, see Section 4.6), a semi-direct product is defined by relaxing the property (b), so that only
one of the two subgroups is invariant. The resulting product still consists of ordered pairs (hi ·kj),
but with a multiplication rule slightly more complicated than (4.12).

4.3 Discrete point symmetries of molecules

Let us consider the isometric transformations of non-linear molecules and of geometrical bodies
where at least one point remains fixed. Isometric means that the mutual distances between any
two points of the objects remain unchanged. If at least one point remains fixed, the transformation
is said to be orthogonal.
The orthogonal transformations can be analytically expressed as

~r ′ = R~r , (4.13)
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where ~r and ~r ′ are the position vectors of any point before and after the transformation and R is
a 3× 3 orthogonal matrix.
In this Section, we consider the transformations (4.13) for which the object maintains unchanged its
properties, F (~r ′) = F (~r), say the point symmetry transformations (or simply point symmetries).
Furthermore, we focus our attention mainly on discrete symmetry transformations.
Five types of point symmetry transformations are distinguished, which are here labelled by their
Schoenflies symbols. They can be grouped into two categories:

a) transformations of the 1st kind, or proper rotations, which lead to congruent equalities of
the objects;

b) transformations of the 2nd kind, or improper rotations, which lead to mirror equalities of the
objects.

It is also important to distinguish between

a) symmetry elements (planes, axes, points)
b) symmetry transformations related to a given symmetry element

In this Section, we consider the symmetry operations in a descriptive mode, without reference to
the analytic form (4.13). In Chapter 5, we consider the mathematical representation of symmetry
operations by means of matrices; eq. (4.13) exemplifies a representation in the basis of cartesian
coordinates.

4.3.1 Identity E (or e)
Identity (symbol E or e) does actually correspond to no transformation at all. Considering identity
is however necessary for two reasons:

1. there are some bodies, and in particular some molecules, without any symmetry element, e.g.
the molecule CHClBrF;

2. identity is formally necessary to the group theory.

Identity can be considered as a transformation of the 1st kind (proper rotation).

4.3.2 Rotations Ck
N

By the symbol CN one labels an N -fold rotation axis (symmetry element). The symmetry trans-
formations supported by a CN axis are the N − 1 rotations by an angle 2π/N and its multiples
2πk/N , where k = 1, . . . , N − 1. For k = N the rotation reduces to the identity E.
Rotations are transformations of the 1st kind (proper rotations).
Example 1: The water molecule H2O has one C2 rotation axis (symmetry element) that supports

one symmetry operation, the rotation by π. The rotation by 2π coincides with the identity E.
Example 2: The ammonia molecule NH3 (triangular pyramid) has one C3 rotation axis (symmetry

element, which supports two symmetry operations, the rotation C1
3 by 2π/3 and the rotation

C2
3 by 4π/3. Alternatively, the two symmetry operations can be described as the clockwise

and anti-clockwise rotations by 2π/3, C−3 and C+
3 , respectively.

Example 3: A cube has 13 symmetry rotation axes, all of them passing through the cube center:

- three C4 axes (perpendicular to the faces), each one supporting three rotations: C1
4 , C2

4 = C2

and C3
4 .

- four C3 axes (through the main diagonals), each one supporting two rotations, C1
3 and C2

3 .
- six C2 axes (perpendicular to the edges), each one supporting a C2 rotation.

The axes of highest symmetry, say the axes supporting the largest number of rotations, are
the C4 ones.

Example 4: The benzene molecule C6H6 has seven rotation axes:
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• 1 C6 axis (perpendicular to the plane of the molecule), which supports five rotations: C1
6 , C

2
6 =

C1
3 , C

3
6 = C2, C

4
6 = C2

3 , C
5
6 .

• 3 C ′2 axes (in the plane, through the C atoms)
• 3 C ′′2 axes (in the plane, bisecting the C–C bonds).

Example 5: A sphere has an infinite number of C∞ rotation axes, each one of them supporting
an infinite number of possible rotations. The sphere is an example of continuous symmetry
transformations.

4.3.3 Reflection σ

By the symbol σ one labels a mirror plane (symmetry element) as well as the transformation
consisting in the reflection through the plane.
Reflections are transformations of the 2nd kind (improper rotations).
Three different types of mirror planes are distinguished:

1. σv: the mirror plane contains a rotation axis of maximum rotational symmetry
2. σh: the mirror plane is perpendicular to a rotation axis of maximum rotational symmetry
3. σd: the vertical mirror plane bisects the angle between two mutually perpendicular horizontal
C2 axes

Example 1: The water molecule H2O has two orthogonal mirror planes (symmetry elements)
containing the C2 axis: we label them σv (corresponding to the plane of the molecule) and σ′v
(perpendicular to the plane of the molecule).

Example 2: The ammonia molecule NH3 (triangular pyramid) has three σv planes through the
C3 axis, the angle between the planes being 2π/3.

Example 3: A cube has three mirror planes parallel to the faces (three σv or σh) and six mirror
planes through the face diagonals (six σv or σh).

Example 4: The benzene molecule C6H6 has one σh plane (the plane of the molecule), three σv
planes (containing the C ′3 axes) and three σd planes (containing the C ′′3 axes).

Example 5: A sphere has an infinite number of mirror planes.

4.3.4 Inversion I

By the symbol I one labels a geometrical point, the centre of inversion (symmetry element), as
well as the symmetry transformation consisting in the inversion through the point.
Inversion is a transformation of the 2nd kind (improper rotation).
Example 1: Objects that posses an inversion centre:

cube, sphere, octahedron, the molecule of benzene C6H6

Example 2: Objects that do not posses an inversion centre:
tetrahedron, the molecules of water H2O, ammonia NH3, methane CH4

4.3.5 Roto-reflections SN

By the symbol SN one labels the roto-reflection (or improper rotation), say the transformation
composed of

a rotation CN + a reflection σh

The rotoreflection is a transformation supported by two symmetry elements: a mirror plane and
an axis. It is a transformation of the 2nd kind.
Example 1: The methane molecule CH4 (that has the geometrical form of a tetrahedron) is invariant

with respect to six possible S4 transformations. To check, inscribe the tetrahedron inside a
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cube; the axes to be considered are the three C4 axes of the cube, and the rotations are C1
4

and C3
4 .

Example 2: A cube is invariant with respect to six S4 transformations (from rotations C1
4 and C3

4 )
and eight S6 transformations (supported by the four C3 axes).

Example 3: The benzene molecule C6H6 is invariant with respect to two S3 transformations (from
rotations C2

6 and C4
6 and two S6 transformations (from rotations C1

6 and C5
6 ).

Note: Not for all values of N a roto-reflection represents a new symmetry transformation. For
example, it is easy to verify that S1 ≡ σh and S2 ≡ I. The last relation can be checked for
the to last examples of the cube and of the benzene molecule.

4.4 Point symmetry groups, examples

As we have seen in the previous Section 4.3, a given system can possess a number of symmetry
elements that give rise to a number of different symmetry transformations.
Problem 1: Consider all the symmetry elements of the planar hexagonal molecule of benzene, C6H6

and the corresponding symmetry operations.
Problem 2: Consider all the symmetry elements of a cube, an octahedron and a tetrahedron and

the corresponding symmetry operations.

The composition (multiplication) of any two symmetry transformations of a given system gives
rise again to a symmetry transformation.
By convention, the product AB means that the transformation is obtained by first performing the
B transformation and then A transformation.

One can easily verify that the symmetry transformations and their compositions have the basic
properties of the algebraic groups, which have been summarised in Section 4.2.
Different systems are characterised by different sets of symmetry transformations, which correspond
to different symmetry groups. For orthogonal transformations, one speaks of point-symmetry
groups.

The different point-symmetry groups are usually described by means of the Schönflies notation. A
general introduction to the classification of point groups and to the Schönflies notation is given in
the next Section 4.5.
In this Section 4.3 we present some tutorial examples of simple algebraic point groups and of the
isomorphic symmetry groups.

4.4.1 Example: the C3 group

The C3 group contains only three symmetry transformations, identity and two rotations by 120
and 240 degrees around a given axis: C3 = {e, C1

3 , C
2
3}. It is thus a group of order n = 3.

A simple system whose symmetry properties are represented by the C3 group is the molecule of
boric acid B(OH)3 (Fig. 4.3, left).

Figure 4.3: The molecules of boric acid (left) and of water (right).
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The multiplication table of the C3 group is given in Table 4.2. The C3 group is cyclic, the generator
element is C1

3 . Being cyclic, it is commutative and each element forms a class by itself.

Table 4.2: Multiplication table of the C3 group.

C3 e C1
3 C2

3

e e C1
3 C2

3

C1
3 C1

3 C2
3 e

C2
3 C2

3 e C1
3

4.4.2 Example: groups of order n = 4

There are two algebraic groups of order n = 4, the cyclic group and the non-cyclic “Klein four-
group”.

1) The cyclic group of order 4 is isomorphic to the C4 point-symmetry group (Schönflies nota-
tion), whose only symmetry element is a C4 rotation axis. The multiplication table is shown
in Table 4.3, left. Being cyclic, the C4 group is commutative.

2) The Klein four-group K4 is characterised by the multiplication table shown in Table 4.3,
centre. Each group element coincides with its inverse, A−1 = A.
It is easy to see that the Klein four-group K4 is the direct product of two copies of the (cyclic)
group of order two, K4 = {E, a}×{E, b}: the elements of the direct product are the ordered
pairs (E · E), (a · E), (E · b), (a · b), which correspond to E,A,B,C, respectively.
Every non-cyclic group of order 4 is isomorphic to the Klein four-group. There are three
point symmetry groups isomorphic to the Klein four-group:

a) the D2 group, whose only symmetry elements are three perpendicular C2 axes;
b) the C2h group, whose only symmetry elements are a vertical C2 axis and a horizontal

mirror plane;
c) the C2v group, whose symmetry elements are a C2 axis and two vertical mirror planes.

The C2v group - the water molecule

A simple system whose symmetry properties are represented by the C2v group is the water molecule
H2O (Fig. 4.3, right). The molecule has three symmetry elements (one rotation axis and two mirror
planes) and four symmetry transformations: E,C2, σv, σ

′
v. The multiplication table is given in

Table 4.3, right; the isomorphism with the Klein group is evident.

Table 4.3: Multiplication tables of the groups of order n = 4. Left: n = 4 cyclic group, represented
by the C4 symmetry group. Centre and right: n = 4 non-cyclic “Klein four-group” K4 and the
isomorphic C2v symmetry group.

C4 E C1
4 C2

4 C3
4

E E C1
4 C2

4 C3
4

C1
4 C1

4 C2
4 C3

4 E

C2
4 C2

4 C3
4 E C1

4

C3
4 C3

4 E C1
4 C2

4

K4 E A B C

E E A B C

A A E C B

B B C E A

C C B A E

C2v E σv σ′v C2

E E σv σ′v C2

σv σv E C2 σ′v

σ′v σ′v C2 E σv

C2 C2 σ′v σv E
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One can easily verify the following properties of the C2v group, which is isomorphic to the Klein
four-group:

- The C2v group is non cyclic.
- All diagonal elements of the table correspond to the identity E: each transformation corre-
sponds to its own inverse: (C2)−1 = C2, etc.

- The multiplication table is symmetric: the C2v group is commutative.
- Besides the trivial subgroup {E}, one can distinguish three cyclic subgroups: {E,C2},
{E, σv}, {E, σ′v}.

- There are four classes: {E}, {C2}, {σv}, {σ′v}
- All subgroups are invariant, since all of them are formed by entire classes.
For example, the subgroup S = {E,C2} = C0 is formed by the two classes {E} and {C2}.
The set {σ, σ′} = C1 is the coset of the invariant subgroup S.
The factor group is F = {C0, C1}. By means of (4.8), one can verify the group properties of
F .

- The C2v group is the direct product of the two cyclic groups of order two, C2v = {E, σ} ×
{E, σ′}: the elements of the direct product are the pairs (E · E = E), (σ · E = σ), (E · σ′ =
σ′), (σ · σ′ = C2), which correspond to E,A,B,C, respectively.

4.4.3 Example: the C3v group (the ammonia molecule)

Let us now consider point groups of order n = 6.
An interesting group of order 6 is the C3v group, whose properties are here studied by considering a
real system, the ammonia molecule NH3. The ammonia molecule has 6 symmetry transformations:
E, C1

3 = C+
3 (anticlockwise rotation), C2

3 = C−3 (clockwise rotation), σ′v, σ′′v , σ′′′v , which constitute
the 6 elements of the C3v group. The multiplication table of the C3v is shown in Table 4.4, left.

One can easily verify the following properties of the C3v group:

- The C3v is formed by three 1st-kind transformations (proper rotations) and three 2nd -kind
transformations (mirror reflections).

- The C3v group is not cyclic; one can verify that
- the order of E is n = 1, since E1 = E;
- the order of σv is n = 2, since (σv)

2 = E;
- the order of C±3 is n = 3, since (C±3 )3 = E.

- The group C3v is not commutative: for example, σ′vσ′′v 6= σ′′vσ
′
v.

- Each reflection corresponds to its own inverse. For rotations: (C+
3 )−1 = C−3 and (C−3 )−1 =

C+
3 , say (C1

3 )−1 = C2
3 and (C2

3 )−1 = C1
3 .

Table 4.4: Multiplication table of the C3v group (left) and of the C6 group (right).

C3v E C1
3 C2

3 σ′v σ′′v σ′′′v

E E C1
3 C2

3 σ′v σ′′v σ′′′v

C1
3 C1

3 C2
3 E σ′′v σ′′′v σ′v

C2
3 C2

3 E C1
3 σ′′′v σ′v σ′′v

σ′v σ′v σ′′′v σ′′v E C2
3 C1

3

σ′′v σ′′v σ′v σ′′′v C1
3 E C2

3

σ′′′v σ′′′v σ′′v σ′v C2
3 C1

3 E

C6 E C1
6 C2

6 C3
6 C4

6 C5
6

E E C1
3 C2

3 C3
6 C4

6 C5
6

C1
6 C1

6 C2
6 C3

6 C4
6 C5

6 E

C2
6 C2

6 C3
6 C4

6 C5
6 E C1

6

C3
6 C3

6 C4
6 C5

6 E C1
6 C2

6

C4
6 C4

6 C5
6 E C1

6 C2
6 C3

6

C5
6 C5

6 E C1
6 C2

6 C3
6 C4

6
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Subgroups of C3v

One can easily verify that the three transformations {E,C1
3 , C

2
3} form a cyclic (and hence com-

mutative) subgroup of the group C3v. It corresponds to the group of rotations without mirror
reflections C3.
Four other subgroups are present in C3v: {E}, {E, σ′v}, {E, σ′′v}, {E, σ′′′v }.

Classes of C3v

One can easily verify that C1
3 and C2

3 are conjugate elements, since

σ′v C
1
3 σ
′
v = C2

3 . (4.14)

Similarly, one can verify that σ′v, σ′′v , σ′′′v are conjugate elements:

C1
3 σ
′
v C

2
3 = σ′′′v , C1

3 σ
′′
v C

2
3 = σ′v , C1

3 σ
′′′
v C

2
3 = σ′′v . (4.15)

The C3v group contains three classes: {E}, {C3
1, C3

2}, {σ′v, σ′′v , σ′′′v }. Only the class {E} is a
subgroup. All elements within a given class have the same period.
The subgroup S = {E,C1

3 , C
2
3} = C0 is invariant, since it is formed by the two classes {E} and

{C1
3 , C

2
3}. The subset {σ, σ′, σ′′} = C1 is the coset of the invariant subgroup S.

The subgroups {E, σ} are not invariant, since they are not formed by entire classes.
The factor group is F = {C0, C1}. By means of (4.8), one can verify the group properties of F .

Problem: Find the classes of the rotation group C3. Remember that C3 is cyclic and thus commu-
tative. Discuss the difference with respect to the classes of C3v.

The D3 group, isomorphic to C3v

A triangle has four symmetry elements: a threefold axis perpendicular to the triangle and three
two-fold axes in the plane of the triangle. The corresponding symmetry operations form the 6-
ordered D3 symmetry group (characterised by 3 axes perpendicular to the main axis): D3 =
{E,C1

3 , C
2
3 , C

′
2, C

′′
2 , C

′′′
2 }.

One can easily calculate the multiplication table of the D3 group and verify that the D3 group is
isomorphic to the C3v group.
As already observed for the case of the n = 4 non-cyclic group, symmetry groups composed by
different symmetry operations can be isomorphic; they don’t only have multiplication tables with
the same structure but, as we will see in Chapter 5, have the same character table of irreducible
representations.

4.4.4 Example: the point group C6

Another interesting group of order n = 6 is the group of rotations C6, whose multiplication table
is shown in Table 4.4, right. In the group C6, the only symmetry transformations are proper
rotations around a C6 axis.
One can easily verify the following properties of the C6 group and compare them with the corre-
sponding properties of the C3v group:

- The C6 is formed by six 1st kind-transformations (proper rotations).
- The C6 group is cyclic; the generator element is C1

6 (rotation by 60◦).
Being cyclic, the group C6 is commutative. As a consequence, each element represents a class
by itself; there are thus six one-element classes.

- The inverse of each transformation is give by (Ck6 )−1 = C6−k
6 .

The cyclic group C6 includes two cyclic subgroups: {E,C2
6 , C

4
6}, isomorphic to the group C3, and

{E,C3
6}, isomorphic to the group C2.
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Since each element represents a class by itself, both subgroups of C6 are composed of entire classes
and are thus invariant.

Problem: Find the cosets of the two subgroups of C6.

4.5 Point symmetry groups, classification
In Section 4.3 all the possible discrete symmetry operations of molecules have been listed and a
little number of concrete examples have been studied.
We want now to give a systematic account of all the possible point symmetry groups and of their
classification.

4.5.1 The O(3) and SO(3) groups
In the three-dimensional Euclidean space, all the point symmetry groups can be considered as
subgroups of the O(3) group:

O(3) is the orthogonal group, say the group of all distance-preserving transformations
(isometries) that leave the origin fixed; otherwise stated, O(3) is the group of all the
symmetries of a sphere. The elements of O(3) can be represented by orthogonal matri-
ces.

A number of possible point symmetry groups can be considered as subgroups of the smaller group
SO(3):

SO(3) is the special orthogonal group, subgroup of O(3) containing only proper rota-
tions. The elements of SO(3) can be represented by orthogonal matrices with determi-
nant +1.

Note: An orthogonal matrix R is a real square matrix with the property that its transpose is
equal to its inverse, RT = R−1, say RRT = RTR = I, where I is the identity matrix. The
determinant of an orthogonal matrix is either 1 or −1. Orthogonal matrices preserve the
dot product of vectors, so that isometric transformations (4.13) are described by orthogonal
matrices.

All point groups, subgroups of O(3) and, in some cases, even of SO(3), can be grouped into:

a) Seven simple discrete point groups, characterised by the possible presence of only one axis
of N -fold symmetry, with N > 2.

b) Seven high symmetry discrete point groups, characterised by the presence of more than one
axis of order N > 2.

c) Continuous groups.

4.5.2 The seven families of simple discrete point groups
In these groups, only one axis CN with N > 2 can be present. Some groups have additional axes
of 2-fold symmetry (dihedral axes) perpendicular to the main CN axis.

1. Groups CN . The only symmetry element is an axis of N -fold symmetry. These groups are
cyclic Abelian groups.

2. The CNv groups contain a CN axis and N σv reflection planes.
3. The CNh groups contain a CN axis and a σh plane normal to it.
4. The groups SN contain an N -fold roto-reflection axis.

If N is odd, these groups are equivalent to CNh.
The group S2 contains only two elements, the identity E and the roto-reflection S2, that
corresponds to the inversion I. This group is often called the inversion group, and symbolised
by Ci = {E, I}.
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5. The groups DN have N two-fold axes perpendicular to the main CN axis.
6. The groups DNd contain the elements of DN together with dihedral reflection planes σd

bisecting the angles between the two-fold axes perpendicular to CN .
7. The groups DNh contain the elements of DN plus the horizontal reflection plane σh.

Some of the point groups listed above and containing improper rotations can be obtained from
simpler groups containing only proper rotations and the inversion group Ci = {E, I} by means of
the direct product defined in eqs. (4.11) and (4.12). For example:

C2h = C2 ⊗ Ci D2h = D2 ⊗ Ci
S6 = C3 ⊗ Ci D3d = D3 ⊗ Ci

(4.16)

In crystals (see Section 4.6), the presence of translational symmetry imposes some limitations to
the possible pint groups: only the values N = 1, 2, 3, 4, 6 fare allowed.

Example: the benzene molecule

The benzene molecule belongs to the D6h group. The symmetry elements are:

a) Seven rotation axes: 1 C6, 3 C ′2 and 3 C ′′2
b) One inversion center I (to be considered in the three-dimensional space)
c) Seven mirror planes: 1 σh, 3 σv and 3 σd

The 24 symmetry transformations (group elements) supported by the 15 symmetry elements can
be grouped in two sets.

1. A set of 12 proper rotations, forming the group D6:

1a. The identity E
1b. Five rotations around the C6 axis: two C6, two C3, one C2

1c. One rotation for each of the three C ′2 axes
1d. One rotation for each of the three C ′′2 axes

2. A set of 12 additional improper rotations, which can be obtained by multiplying each of the
proper rotations of the group D6 by the inversion I:

2a. EI = I

2b. C2I = σh
2 C6I = 2 S3

2 C3I = 2 S6

2c. 3 C ′2I = 3 σd
2d. 3 C ′′2 I = 3 σv

The group D6h can thus be obtained as the direct product of the proper rotations group D6 and
the inversion group Ci = {E, I}, say D6h = D6 × Ci.

4.5.3 The seven high-symmetry discrete groups

These groups are said to be of very high symmetry, since they have more than one rotation axis
of order greater than 2.

1. Group T , of order 12. It is the group of the proper rotations of the tetrahedron.
The 12 transformation are proper rotations, say: identity E, three rotations around the three
C2 axes and eight rotations around the four C3 axes.

2. Group Td, of order 24. It is the group of all the symmetry transformations of the tetrahedron.
The 24 transformations of Td are: the 12 proper rotations + 6 mirror reflections + 6 S4 roto-
reflections. An example of Td group is the methane molecule CH4.
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3. Group Th, of order 24. It is obtained by the direct product of the group T and the inversion
group Ci = {E, I}, say Th = T ⊗ Ci. Note that a regular tetrahedron cannot belong to the
Th group, since it has no inversion symmetry.

4. Group O, of order 24. It is the group of the proper rotations of the cube (or equivalently of
the octahedron). See below the complete list.

5. Group Oh, of order 48. It is the group of all symmetry operations of the cube (or of the
octahedron). It can be obtained as a direct product Oh = O⊗Ci, since the cube has inversion
symmetry. See below the complete list.

6. Group Y (or i), of order 60. It is the group of the proper rotations of the icosahedron, the
regular solid with 20 triangular faces, 30 edges and 12 vertices (see Fig. 4.1).
The 60 transformations are: identity E, 20 rotations around the ten C3 axes normal to the
faces, 15 rotations around the 15 C2 axes normal to the edges and 24 rotations around the
six C5 axes.

7. Group Yh (or Ih), of order 120. It is the group of all symmetry operations of the icosahedron.
It can be obtained as a direct product Yh = Y ⊗ Ci, since the icosahedron has inversion
symmetry.

Only the tetrahedral and octahedral groups T, Td, Th, O,Oh are compatible with the translational
symmetry of crystals.
The interest in icosahedral symmetry has recently arisen as a consequence of the experimental
observation of atomic icosahedral packing in some liquids.

The symmetry of the cube

The cube and the octahedron belong to the Oh group, with 48 elements (symmetry transforma-
tions).
The symmetry elements are:

a) Rotation axes: three C4 (normal to the faces), four C3 (main diagonals) and six C2

b) Inversion center I
c) Mirror planes: three σh (parallel to the faces) and six σv (through face diagonals)

The symmetry operations can be grouped in two sets.

1. A set of 24 proper rotations, forming the group O (5 classes):

1a. The identity E
1b. Nine rotations around the three C4 axes: three C1

4 , three C2
4 and three C2

4 = C2

1c. Six rotations around the six C2 axes
1d. Eight rotations around the four C3 axes: four C3 and four C2

3

2. A set of 24 improper rotations, which can be obtained by multiplying each of the proper
rotations of the group O by the inversion I:

- I
- 3 σh
- six σv (through face diagonals)
- eight S6 around C3 axes (four S6 and S5

6)
- six S4 around C4 axes (C4σh and C2

4σh)

The group Oh is thus the direct product of the proper rotations group O and the inversion group
Ci = {E, I}, say Oh = O ⊗ Ci.
One can verify that the group Oh has 10 classes.

4.5.4 The continuous groups

Let us conclude this Section 4.5 dedicated to point symmetry with the possible continuous groups.
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1. The group C∞v is the group of a linear molecule which has only rotational symmetry around
the axis containing the atoms.

2. The groupD∞h is the group of homonuclear linear molecules or of symmetric linear molecules,
such as CO2. In addition to the symmetry axis containing the atoms, there are infinite
rotational symmetry axes and a mirror plane passing through the centre and perpendicular
to the axis containing the atoms.

3. The group O(3) is the group of all symmetries of a sphere, e.g. of a spherically symmetric
atom.

4.6 Symmetry in crystals

In crystals, one has to consider two types of symmetry transformations;

1. Point symmetry transformations, say transformations where at least one point remains fixed.
The types of symmetry transformations are the same as for molecules (§ 4.3), with some
restrictions imposed by the long range translational order of crystals: only the values N =
1, 2, 3, 4, 6 are allowed for CN axes.

2. Translation symmetry transformations.
For finite crystals, the properties connected to full translational symmetry can be recovered
by imposing the periodic boundary conditions (Section 2.5).

The possible symmetry transformations of crystals include not only pure rotations (proper and
improper) or pure translations but also combinations of translations and rotations.
A symmetry transformation of a crystal can be analytically expressed, in terms of the coordinates
of a vector ~r, as

~r ′ = R~r + ~T , (4.17)

where R is an orthogonal matrix representing a proper or improper rotation as in (4.13) and
~T = n1~a1 + n2~a2 + n3~a3 is a lattice translation vector.
In a more compact form, (4.17) is often expressed as

~r ′ = {R|~T}~r . (4.18)

All the possible transformations (4.18) for a given system form a group. One can easily verify, by
successive applications of (4.17), the multiplication rule

{R′|~T ′} {R|~T} = {R′R|R ~T + ~T ′} (4.19)

and the inversion
{R|~T}−1 = {R−1| −R−1 ~T} . (4.20)

If ~T = 0 (no translations) we recover the subgroup of proper and improper rotations considered in
previous Section 4.3.

If R = E (no proper or improper rotations) we obtain the infinite subgroup of translations ~T ,
where E = 0 and ~T−1 = −~T .
The subgroup of translations is commutative; each element is a class by itself. As a consequence,
the subgroup of translations is made by entire classes, and is thus an invariant subgroup of the full
symmetry group.
The composition law (4.19) is more complicated than the composition law (4.12) of a group obtained
by a simple direct product.

For classification purposes, it is convenient to consider first only the symmetries of the Bravais
lattices, then the symmetries of the complete crystals structures (Bravais lattice + basis).
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4.6.1 Symmetries of the Bravais lattices
The Bravais lattices can be classified a) considering only the point transformations or b) considering
also translations in addition to point transformations.

a) Point symmetry of the lattice: 7 crystal systems

There is only a finite number of different possible point groups for three-dimensional Bravais
lattices. Actually, not all the symmetry transformations that are possible for molecules are possible
for crystal lattices too, because the repetition of the unit cells has to fill up the space. The possible
point symmetry elements are:

E, I, σ, C1, C2, C3, C4, C6, S4

The rotations axes CN with N = 5 and N > 6 are incompatible with the crystal structure.
Only seven different types of polyhedra can fill-up the three-dimensional space, corresponding to
the seven crystal systems

cubic, hexagonal, trigonal, tetragonal, orthorhombic, monoclinic, triclinic

The 7 crystal systems are listed in Table 4.5. The cells are chosen so as to exhibit the highest
symmetry; they are conventional cells: only in some cases they correspond to primitive cells and
define a Bravais lattice.
Note: The hexagonal and trigonal systems are strictly connected and are often grouped as a unique

hexagonal crystal family

Table 4.5: Point symmetry: the 7 crystal systems and the repartition of 32 point groups of crystal
symmetry. See also Fig. 4.4 for the cell shapes.

7 Crystal Cell parameters Point symmetry Point groups
systems requirements

Cubic a = b = c; 4 C3 axes 5
α = β = γ = 90◦

Hexagonal a = b 6= c; 1 C6 axis 7
α = β = 90◦, γ = 120◦

Trigonal a = b = c; 1 C3 axis 5
α = β = γ 6= 90◦

Tetragonal a = b 6= c; 1 C4 axis 7
α = β = γ = 90◦

Orthorhombic a 6= b 6= c; 3 C2 axes 3
α = β = γ = 90◦ or 1 C2 axis and 2 σ planes

Monoclinic a 6= b 6= c; 1 C2 axis or 1 σ plane 3
α = β = 90◦, γ 6= 120◦

Triclinic a 6= b 6= c; none 2
α 6= β 6= γ 6= 90◦

b) Space symmetry: 14 Bravais lattices

Let us now consider, in addition to the point group symmetry, the translational symmetries of an
infinite lattice. The infinite lattice is invariant with respect to translations ~T = n1~a1 +n2~a2 +n3~a3.
As a consequence, to the seven point groups (crystals systems) there correspond 14 Bravais lattices,
say 14 different groups (point transformations + translation). The 14 Bravais lattices are listed in
Table 4.6.
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Figure 4.4: The 14 Bravais lattices.

The conventional unit cells correspond to the unit cells of the seven crystal systems with the
possible addition of lattice points at the centre of the cells or at the centre of all or some of their
faces.

Note: Some crystals of the trigonal crystal system exhibit hexagonal Bravais lattice symmetry.
In an attempt to clarify the situation, one distinguishes crystal systems and lattice systems.
Crystal systems and lattice systems coincide for all systems except the hexagonal and trigonal
ones. The Bravais lattices of the trigonal crystal system can be hexagonal or orthorhombic
(the orthorhombic cell has the same symmetry as trigonal cell).

Example 1: Let us consider a 2-dimensional case. A rectangular lattice and a centred-rectangular
lattice share the same point-symmetry properties (check!), and belong to the same system.
The translational symmetry is however different.

Example 2: The cubic system gives rise to three Bravais lattices, which share the cubic conventional
cell but differ for the number of lattice points per cell and the primitive translation vectors
(Fig. 4.4). The following table lists the symbols and the primitive vectors of the three cubic
lattices.

Simple cubic Body centred cubic Face centred cubic
sc (P) bcc (I) fcc (F)

~a1 = ax̂ (a/2)(−x̂+ ŷ + ẑ) (a/2)(x̂+ ŷ)
~a2 = aŷ (a/2)(+x̂− ŷ + ẑ) (a/2)(ŷ + ẑ)
~a3 = aẑ (a/2)(+x̂+ ŷ − ẑ) (a/2)(x̂+ ẑ)

4.6.2 Symmetries of Crystal structures

A crystal structure is obtained by adding a basis to each point of a Bravais lattice. Only a finite
number of point groups and space groups are possible for crystal structures.
Let us again first consider a) only the points symmetries and then b) the full space symmetries
(including translations).
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Table 4.6: The 7 crystal systems, the 7 lattice systems and the 14 Bravais lattices and the repar-
tition of 230 space groups of crystal symmetry. The ravais lattices are shown in Fig. 4.4.

7 Crystal systems 7 Lattice systems Space groups 14 Bravais lattices

Cubic Cubic 36 Simple cubic
Cubic body centred
Cubic face centred

Hexagonal Hexagonal 27
Trigonal Hexagonal 18 Simple

Orthorhombic 7 Simple
Tetragonal Tetragonal 68 Simple

Body centred
Orthorhombic Orthorhombic 59 Simple

Body centred
Face centred
Base centred

Monoclinic Monoclinic 13 Simple
Face centred

Triclinic Triclinic 2 Simple

a) Point group transformations in crystal structures

One can show that all the possible crystals structures can be classified in 32 point symmetry groups
(sometimes called 32 crystallographic classes; don’t confuse with the classes of group theory).
Each one of the 32 point symmetry groups is characterised by a symbol. Two different notations
are currently in use:

1. The Schönflies symbols, which have been introduced in § 4.3 and are used throughout these
lecture notes, are particularly intuitive for the classification of point groups. They are mainly
used in the Physics and Chemistry of molecules. They are less useful when considering also
translational symmetry of crystals, since it is not possible to construct Schönflies symbols for
space groups in a logical way.

2. The International (or Hermann-Mauguin) symbols are preferentially used by crystallogra-
phers, since they can account in a logical way not only for point symmetries but even for
space symmetries. Their interpretation can however be less intuitive than the interpretation
of the Schönflies symbols.
Basically, the International symbols distinguish rotations n (where n=1, 2, 3, 4, 6), reflec-
tions m, inversion 1 and roto-inversions n. Roto-inversion, the combination of a rotation and
inversion, is not present in Schönflies simbols; by converse, roto-reflection is not present in
International symbols. A more complete account is given in Section 4.8.

The number of point symmetry groups corresponding to each crystal system is given in Table 4.5.
Of the 32 point symmetry groups:

- 27 are low symmetry groups: only one CN axis is present with N > 2.
- 5 are high symmetry groups compatible with the translational symmetry: Oh, O, Td, T, Th.

b) 230 space groups of crystal structures

When all possible symmetry transformations are considered for crystals structures, say when trans-
lations are added to point-symmetry transformations, 230 space groups are identified. The number
of space groups corresponding to each lattice system is given in Table 4.6.
Two different types of space groups are distinguished:
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1. 73 space groups, called symmorphic, include only translations equal to Bravais lattice vectors.
As already observed, the composition law (4.19) is more complicated than the composition
law (4.12) of a group obtained by a simple direct product. A symmorphic space group can
be obtained as semi-direct product of the point group and of the translation group. The
point group is a subgroup of the symmorphic space group. Since translations represent an
invariant subgroup, the point group is isomorphic to the factor group of which the translation
subgroup is the divisor.

2. 157 space groups, called non symmorphic, include also two additional types of transforma-
tions:
a) rotations Cn + translations a/n around and along screw axes
b) reflections σ + translations a/n through and along glide planes

These two types of transformations cannot be obtained as the product of a transformation
of the point group and a transformation of the translation subgroup. The space group is not
the direct product of the point group and the translation group.

Example: Let us consider a simple one-dimensional example of a non-symmorphic group (Fig. 4.5).
Let R = {E, σ} be a point group containing only the identity E and the mirror symmetry σ
and let T = {0, a, 2a, 3a, . . .} be the translation group of period a (Fig. 4.5, top).
The direct product D = R× T (Fig. 4.5, middle) has translational period a.
In (Fig. 4.5, bottom), a symmetry transformation is represented where the translation is a/2,
not belonging to the translation subgroup T . The symmetry transformation doesn’t belong
to the direct product D.

a"

€ 

σ

a"

a/2"

Figure 4.5: Top: mirror symmetry (left) and translation symmetry (right). Middle: product group.
Bottom: subgroup of glide plane symmetry.

4.7 Symmetry breaking
The previous classifications of point and translation groups allows one to evaluate whether a system
is more or less symmetric than another system.
The higher is the number of symmetry elements and the higher the index N of the symmetry axes
CN , the higher is the symmetry of an object or of a system.
Many phenomena, spontaneous or induced, are characterised by a modification of the symmetry
properties. When the symmetry is reduced, one speaks of “symmetry breaking”.
Example 1: When a stone is thrown into the water of a pond, a train of circular waves starts

propagating from the impact point. The perfect translational symmetry of the water surface
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is transformed into a lower circular symmetry. The initial symmetry has been broken by the
impact of the stone.

Example 2: Compare the symmetry elements of the cubic and tetragonal cells (fig. 4.4).
The cubic cell has three equal edges a. The tetragonal cell is obtained by expanding or
compressing one of the edges of the cube, so that there are two edges a and one edge b. The
symmetry elements of the two cells are listed below, where the corresponding elements are in
the same column:

cubic 3C4 4C3 6C2 3σh 6σv I
tetragonal 1C4, 2C2 – 6C2 3σh 2σv I

Some symmetry elements of the cube are lost in going from the cubic to the tetragonal cell.
The cubic cell has a higher symmetry than the tetragonal cell.
The transition from the cubic lattice to the tetragonal lattice corresponds to a symmetry
breaking event

Induced and spontaneous symmetry breaking

Symmetry breaking can be induced or spontaneous. For example, with reference to the cubic to
tetragonal transition:

a) if the transition cubic → tetragonal is induced by an anisotropic stress, e.g a variation of
pressure applied in a given direction which gives rise to a modification of the cube edges
along that direction, one speaks of an induced symmetry breaking;

b) if the transition cubic → tetragonal is induced by an isotropic stress, e.g. by a variation of
the external idrostatic pressure, or by a variation of temperature, one speaks of a spontaneous
symmetry breaking (see for example Fig. 4.6).

Example 1: A phase transition liquid→ crystalline solid induced by a reduction of the temperature
is characterised by a lowering of symmetry, from the perfect isotropy of the liquid state to the
crystalline arrangement of atoms. It corresponds to a spontaneous symmetry breaking.

Example 2: A drop of milk vertically falls on a bowl full of milk. If the experiment is carefully
performed, one can observe that the splash has a crown-like shape, with exactly 24 equally
spaces spikes. The initial C∞ circular symmetry of the falling drop is modified into a lower
C24 symmetry. It’s again a spontaneous symmetry breaking.

Figure 4.6: Schematic p−T phase diagram of Germanium. At about 120 kbar, the cubic structure
transforms to the lower symmetry tetragonal structure. Note the anomalous (water-like) behaviour
of the liquid solid equilibrium line at low pressures.
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Solid-solid phase transitions

The phase diagram of simple substances is generally characterised by the presence of various
solid phases of different crystalline structure. In general, lowering the temperature or increasing
the pressure leads to a lowering of the crystal symmetry (symmetry breaking). The example of
Germanium is shown in Fig. 4.6: at room temperature, below about 120 kbar the symmetry is
cubic, above 120 kbar the symmetry is tetragonal.

The structural symmetry of crystals is connected to the symmetry properties of atomic vibrations
and electronic states, and with the onset of phenomena such as ferro-magnetism or ferro-electricity.
For example, Ge at low pressure has the open cubic structure of diamond and is a semiconductor,
while in the more densely packed orthorhombic phase it exhibits metallic behaviour.
The availability of high-pressure devices, such a the diamond anvil cell, the refinement of char-
acterisation probes, such as X-ray diffraction with Synchrotron Radiation and the development
of theoretical tools, such as the density functional theory (DFT) are allowing a deeper insight on
high-pressure crystalline phases and on their physical properties. Pressures as high as 100 GPa
= 1Mbar can be obtined in the laboratory, simulating the high pressures naturally present inside
planets and stars.
The behaviours that are emerging from experiments and theoretical investigations performed on
different systems are much more complex than the one schematically depicted in Fig. 4.6 for Ge
(dating back to 1975).

Curie Principle and symmetry breaking

In 1894, the French physicist Pierre Curie proposed a principle, whose simplest formulation is “the
symmetries of the causes are to be found in the effects”.
The Curie principle seems to be contradicted by the spontaneous symmetry breaking phenomena.
Actually, this is not the case, if the Curie principle is properly interpreted, as a few examples can
explain.

Example 1: Let’s consider the liquid → crystal transition induced by a reduction of temperature.
The isotropic symmetry is broken in going from the liquid to a single mono-crystal. However,
the orientation of a single crystal is a-priori unpredictable; the original symmetry of the liquid
state is preserved in the isotropic possible orientation of single crystals.

Example 2: Let’s consider the cubic → tetragonal transition. It is unpredictable in which one of
the three spatial direction will the cube be deformed; the original cubic symmetry is preserved
in the equivalence of the three possible direction of deformation of the cubic cell to originate
the tetragonal cell.

4.8 Complements on group symbols

4.8.1 Theorems on symmetry elements

Symmetry elements (axes, mirror planes, inversion centre) are not completely independent. The
presence of some symmetry elements implies the presence of other elements. The relations between
symmetry elements are given by the following theorems (whose demonstration can be found in
specialised textbooks).
The knowledge of the relations among symmetry elements are fundamental to interpret the syn-
thetic symbols of both the Schönflies and the International (Hermann-Mauguin) systems.
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Theorems on point symmetry elements

Theorem 1: If a 2-fold symmetry axis is perpendicular to an n-fold symmetry axis, there would be
on the whole n 2-fold axes perpendicular to the n-fold axis.

Theorem 2: The line of intersection of two symmetry planes is always a symmetry axis with an
angle of rotation twice as large as the angle between the planes.

Theorem 3: The intersection point of an even-fold symmetry axis with a symmetry plane perpen-
dicular to it is the centre of symmetry.

Theorem 4: If a symmetry plane passes through an n-fold symmetry axis, there will be n such
planes.

Theorem 5: The resultant of two intersecting symmetry axes is a third axis passing through the
point of their intersection.

Theorem 6: If symmetry planes pass through an even-fold inversion axis, 2-fold symmetry axes
will be located between them.

Theorems on space symmetry

Theorem 7: A consecutive reflection in two parallel symmetry planes is equivalent to a translation
by the parameter T = 2d, where d is the inter-planar distance.

Theorem 8: A symmetry plane and a translation ~T perpendicular to it generated new (“inserted”)
symmetry planes parallel to the generating one and removed from it by a distance d = T/2.

Theorem 9: A symmetry plane and a translation ~T , making up an angle α with the plane, generate
a glide reflection plane parallel to the generating plane and removed from it in the direction
of translation by (T/2) sinα.

Theorem 10: A symmetry axis with a rotation angle α and a translation ~T perpendicular to the
axis generate a similar symmetry axis parallel to the first one , removed from it by (T/2) sinα
and located on a perpendicular to translation T in its middle.

Theorem 11: A screw symmetry axis with the angle of rotation α and displacement T1 and a
translation ~T perpendicular to the given axis generate a screw axis having the same angle and
the same displacement. It is parallel to the given one, spaced from it by (T/2) sin(α/2) and
located in the middle of a perpendicular to the translation ~T .

Theorem 12: A symmetry axis with the angle of rotation α and a translation ~T making up an
angle β with the axis generate a screw symmetry axis.

Theorem 13: A screw symmetry axis with a rotation angle α and displacement T1 and a translation
~T making an angle β with the axis, generate a screw symmetry axis having the same angle of
rotation.

Theorem 14: An inversion-rotation axis with a rotation angle α and a translation ~T perpendicular
to it generate the same inversion-rotation axis parallel to the generating one.

Theorem 15: An inversion-rotation axis with a rotation angle α and a translation ~T that makes
an angle β with the axis generate an inversion axis having the same rotation α parallel to the
given one.

4.8.2 The International (Hermann-Mauguin) symbols

Symbols for point symmetry elements

The following symbols are used for point symmetry elements.

a) n is an n-fold rotation axis, n = 1, 2, 3, 4, 6

b) n is an n-fold roto-inversion axis, say the combination of a rotation with an inversion, n =
1, 3, 4, 6
1 is the inversion point; the symbol 2 corresponds to m and is not used
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c) m is a mirror plane
d) nm is an n-fold axis with n symmetry planes passing through it, e.g. 3m, 4m

e) n/m is an n-fold axis with a symmetry plane perpendicular to it, e.g. 3/m
if n is even, there is also a centre of symmetry (Theorem 3)

f) n2 is an n-fold axis with n two-fold axes perpendicular to it, e.g. 32, 42

g) n
m m or n/mmm is an n-fold axis with planes parallel and perpendicular to it

Table 4.7: The 32 crystallographic point groups divided according to the crystallographic The
second and third column give the Schönflies and the International (Hermann-Mauguin) symbols,
respectively.

System Schoenflies International

Triclinic C1, Ci 1, 1
Monoclinic C2, C1h, C2h 2,m, 2/m
Orthorhombic D2, C2v, D2h 222,mm2,mmm
Tetragonal C4, S4, C4h 4, 4, 4/m

D4, D2d, C4v, D4h 422, 42m, 4mm, 4/mmm
Trigonal C3, C3i, D3, C3v, D3d 3, 3, 32, 3m, 3
Hexagonal C6, C3h, C6h 6, 6, 6/m

D6, D3h, C6v, D6h 622, 62m, 6mm, 6/m,mm
Cubic T 23 Tetrahedron proper rot.

Td 4̄3m Tetrahedron symmetry
Th = T ⊗ Ci m3 Full tetrahedral symmetry
O 43 Octahedron proper rot.
Oh = O ⊗ Ci m3m Full octahedral symmetry

General rules for the point-group symbols

The International symbols for point groups are sequences of symbols of symmetry elements, or-
ganised according to the following rules.

1. The symbol of a point-group contains at most three symbols of symmetry elements.
Only the “generating” symmetry elements are written.
The whole set of symmetry elements can be obtained from the listed “generating” elements
by the theorems of the previous Subsection.

2. The order in which the symmetry elements are written is of the utmost importance: the
meaning of a symbol of a symmetry element depends on its position in the group symbol.

The Schönflies notation and Hermann-Mauguin symbols of the 32 crystallographic point-groups
are listed in Table 4.7.

Example: the point groups of the cubic system

The cubic crystal system supports five point-symmetry groups, which are listed in the bottom part
of Table 4.7.
In the Schöenflies notation one distinguishes the three tetrahedral groups T, Th, Td and the two
octahedral groups O,Oh.
In the International notation, the five groups are uniquely characterised by 3 or 3 in the second
position, corresponding to the four 3-fold rotation axes typical of the cubic system.
The first element represent symmetry elements parallel to the coordinate axes (parallel to the cubic
edges).
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The third element, when necessary, represents symmetry elements diagonal with respect to the
coordinate axes.
Considering in more detail the five groups:

a) 23 means the presence of two-fold axes parallel to the cube edges
b) 43m means the presence of 4-fold roto-inversion axes parallel to teh cube edges and of mirror

planes diagonal with respect to teh cube edges
c) m3 means the presence of mirror planes parallel to the cube edges
d) 43 means the presence of 4-fold axes paralle to the cube edges
e) m3m means the presence of mirror planes both parallel and diagonal with respect to the

cube edges

General rules for the space-group symbols

The Bravais-lattice symbol is added in front of the symmetry element symbols:

P = primitive A = A-face centred R = rhombohedral
F = all-face centred B = B-face centred H = hexagonal
I = body centred C = C-face centred

Some symmetry elements can be added or modified with respect to the point group symbol, to
take into account glide-planes and screw axes.

1. Screw axes are represented by nk, where n is the order of the rotation axis and 1 ≤ k < n:
when the axis rotates by 2π/n, at the same time it moves by k/n of its translation vector.

2. A glide plane combines a mirror reflection with a translation of usually 1/2 of the lattice
translation parallel to the plane.
Glide planes along the ~a = ~a1, ~b = ~a2 and ~c = ~a3 are represented by a, b and c, respectively.
Double glide planes (two simultaneous translations) are represented by e.
Diagonal glide planes are represented by n.
A diagonal glide plane with gliding vector = 1/4 of the diagonal translation is represented
by d (from the diamond structure).

Example: The point-group symbol is the same for the fcc and the diamond structures (copper and
silicon, for example), say m3m (Schönflies Oh).
The space groups are different: Fm3m for fcc, Fd3m for diamond: the d in the diamond
symbol means the presence of a diagonal glide plane. Schönflies distinguishes the two space
groups by a conventional apex without any physical meaning: O5

h and O7
h).
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Chapter 5

Representations of symmetry groups

In the previous Chapter 4 we have seen how the group theory applied to the symmetry operations
allows an exhaustive classification of molecular and crystalline structures.
The possible applications of symmetry groups are actually much larger than these simple classifi-
cations. This Chapter 5 is dedicated to an introduction to these further applications.
To fully exploit the potential of group theory, one needs to find mathematical representations of
the abstract groups, in our case of the symmetry groups. Symmetry group representations consist
in isomorphisms or homomorphisms between the groups of symmetry transformations and suitable
mathematical groups; the most effective representations are given by groups of matrices defined in
suitable vector spaces (Section 5.1).
The most elementary representations are based on the coordinate vector space and consist in
three-dimensional matrices (Section 5.2). Some simple examples show that the dimensionality of
the matrices can in some cases be reduced by a careful choice of the orientation of the basis vectors.
These considerations lead to the concept if Irreducible Representations (IR), whose basic theory
is introduced in Section 5.3.
Some examples of irreducible representations are given in Section 5.4 and the generalisation of
the theory of irreducible representations from the three-dimensional coordinate space to function
spaces is made in Section 5.5.
The irreducible representations are particularly useful for treating the properties of physical systems
which are invariant with respect to symmetry transformations. An important case is that of the
Hamiltonian function, whose invariance properties with respect to symmetry transformations can
be exploited to simplify a number of quantum mechanical problems (Section 5.6).
Important applications of irreducible representations concern the electronic structure of molecules
(Section 5.7) and molecular complexes (Section 5.8) as well as the evaluations of superposition
integrals (Section 5.9) and the selection rules for electronic transitions (Section 5.10).

5.1 General properties of group representations

A representation of a group G (in our case a group of symmetry transformations) is given by a set
Γ of non-singular square matrices D, say matrices with non-zero determinant, |D| 6= 0.
Each matrix of the set Γ is associated to one or more elements of the group G in such a way that
the matrix multiplication reproduces the composition law in G:

D(gi)D(gj) = D(gigj) . (5.1)

The set Γ of matrices has thus the properties of a group. The group Γ of matrices is said to be

- isomorphic to the group G of symmetry transformations if each matrix D is associated to
only one element g of G and vice-versa; in this case, the representation is said to be true or
faithful;

81



82 P. Fornasini - Physics of Matter

- homomorphic to the group G if each matrix D is associated to more than one element g of
G; in this case, the representation is said to be unfaithful.

The matrix representation depends on the linear vector space on which the matrices D are de-
fined: it can simply be the three-dimensional euclidean space of the (x, y, z) coordinates, but more
generally it can be a space of functions of the coordinates. In some cases, even one-dimensional
spaces are considered.
For an isomorphic representation

- the number of matrices, say the order of the group Γ, is equal to the order n of the group G,
- the dimensionality of the square matrices (say the number of rows or of columns) is equal to
the dimensionality of the linear vector space; it is called the dimensionality of the represen-
tation.

The representations of a given dimensionality are not univocally determined; by changing the basis
of the linear vector space, the representation matrices change. Two representations D and D′ are
said to be equivalent if all their elements are connected by the same similarity transformation S

D′ = S−1 DS , (5.2)

where S is an invertible matrix.
Particularly interesting are the similarity transformations (5.2) that lead to fully diagonalised
matrices or matrices diagonalised by blocks, as will be seen in Section 5.3.

5.2 Representation in the three-dimensional Euclidean space

The most trivial representation of a finite point group is based on the transformation of a three-
dimensional vector in the real space, already introduced in equation (4.13).
Let us choose an orthogonal reference frame (x, y, z), which corresponds to three basis vectors 1

0
0

  0
1
0

  0
0
1

 (5.3)

An orthogonal transformation modifies the coordinates of a point from (x1y1z1) to (x2y2z2). In
vectorial notation, the transformation is represented by a 3× 3 orthogonal matrix D, according to
the equation  x2

y2

z2

 =

 dxx dxy dxz
dyx dyy dyz
dzx dzy dzz

 x1

y1

z1

 (5.4)

The isomorphism associates the n transformations of a point symmetry group G to the n 3×3
matrices D of the group Γ with the following properties.

a) To the composition of symmetry operations in G there corresponds the multiplication of
matrices in Γ.

b) The identity element E (or e) is represented in the group Γ by the diagonal unit matrix
D(e) = I, whose elements are

Dij = δij , say Dii = 1 , Dij = 0 (i 6= j) . (5.5)

c) The inverse of an element g in the group G is represented, in the group Γ, by the inverse
matrix

D(g−1) = [D(g)]−1 , D−1 =
Adj(D)

|D |
(5.6)
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where Adj means adjoint matrix and |D | is the determinant.
A general demonstration of (5.6) can be found in specialised textbook, such as Byron and
Fuller: Mathematics of classical and quantum Physics. A tutorial introduction can be found
here in § 5.11.1.
For orthogonal transformations in the Euclidean space, the orthogonal inverse matrix is equal
to the transposed matrix, D−1 = DT .

d) For orthogonal transformations, the following property of the determinant holds

|D | =
{

+1 for proper rotations (congruence)
−1 for improper rotations (reflections) (5.7)

Since the determinant of a product of matrices is the product of the determinants,

a) a sequence of proper rotations always corresponds to a proper rotation,
b) a sequence of improper rotations (reflections, inversions) corresponds

- to a proper rotation for an even number of improper rotations,
- to an improper rotation for an odd number of improper rotations.

e) In the language of group representation, the trace of the matrix D(g) that represents a
symmetry transformation g is called the character χ(g) of the symmetry transformation:

χ(g) =
∑

i
Dii(g) . (5.8)

As it will be shown in the following, the characters play a fundamental role in the theory of
group representation.

5.2.1 Example: coordinate representation of the C3v group

Let us consider the coordinate representation of the C3v group (for which a physical example is
the ammonia molecule NH3, Fig. 5.1 left).
We look for the six matrices that represent the transformations of the coordinates (x, y, z) of any
point as a consequence of the six symmetry operations of the C3v group, according to (5.4). In
principle, we can arbitrarily choose the orientation of the three basis vectors with respect to the
symmetry elements of the C3v group; the six transformations matrices of (5.4) are different for
different choices of the orientation of the basis vectors.
It is however evident that one choice of the basis vectors is particularly convenient, say the choice
where one axis, e.g. the z axis, corresponds to the C3 rotation axis. The representation of the
C3v group with respect to this basis system is connected to the representation with respect to any
other basis system by a similarity transformation (5.2).
For more concreteness, let us choose the reference frame (x, y, z) not only with the z axis corre-
sponding to the C3 rotation axis but also with the y axis contained in the σ′v mirror plane. The
two σ′′v and σ′′′v mirror planes form angles of ±π/6 with the x axis (Fig. 5.1 centre and right).
Let us now determine the six matrices D that represent the six point symmetry transformations g
of the group C3v singled out in § 4.3. For each matrix, we will calculate the determinant and the
trace, say the character of the corresponding symmetry transformation.

Identity e (E)

The identity transformation transforms x1 → x2, y1 → y2, z1 → z2. It is represented by a diagonal
matrix:

D(e) =

 1 0 0
0 1 0
0 0 1

 (5.9)

The determinant is |D(e)| = 1. The character is χ(e) = 3.
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Figure 5.1: Right: the ammonia molecule NH3 (stereo projection). Centre: the xyz reference
system chosen for the coordinate representation of the C3v group and the generic ~r position whose
transformations are considered. Right: the xy axes and the symmetry planes.

Rotations C+
3 = C1

3 and C−3 = C2
3

With the peculiar choice of the z axis parallel to C3, the z coordinate is unchanged by rotations.
The transformations of the coordinates x, y for the anticlockwise or clockwise rotation of a vector
by an angle θ are, respectively:{

x2 = x1 cos θ − y1 sin θ
y2 = x1 sin θ + y1 cos θ

{
x2 = x1 cos θ + y1 sin θ
y2 = −x1 sin θ + y1 cos θ

(5.10)

For C+
3 = C1

3 , the angle is θ = 2π/3, for C−3 = C2
3 , the angle is θ = 4π/3, so that

D(C1
3 ) =

 −1/2 −
√

3/2 0

+
√

3/2 −1/2 0
0 0 1

 ; D(C2
3 ) =

 −1/2 +
√

3/2 0

−
√

3/2 −1/2 0
0 0 1

 (5.11)

The determinants ares |D(C1
3 )| = |D(C2

3 )| = +1, equal for the two rotations.
The character χ(C1

3 ) = χ(C2
3 ) = 0 is the same for the two rotations, which belong to the same

class.

Reflections σv

With the peculiar choice of the z axis parallel to C3, the z coordinate is unchanged by mirror
transformations. The evaluation of the matrix D(σ′v) representing the reflection with respect to
the plane containing the y axis is straightforward (y2 = y1, x2 = −x1):

D(σ′v) =

−1 0 0
0 1 0
0 0 1

 . (5.12)

For the reflections σ′′v and σ′′′v , it is convenient to consider two new frames (x′′, y′′) and (x′′′, y′′′),
rotated by 2π/3 and −2π/3, respectively, with respect to the original frame (x, y) (Fig. 5.2). With
respect to these new frames, the matrices D′′(σ′′v ) and D′′′(σ′′′v ) are equal to D(σ′v) of (5.12). The
matrices in the original frame (x, y) are obtained by the products

D(σ′′v ) = R−1 D′′(σ′′v ) R ; D(σ′′′v ) = R D′′′(σ′′′v ) R−1 , (5.13)

where R is the matrix of counter-clockwise rotation by 2π/3. The final result is

D(σ′′v ) =

 1/2
√

3/2 0

+
√

3/2 −1/2 0
0 0 1

 ; D(σ′′′v ) =

 1/2 −
√

3/2 0

−
√

3/2 −1/2 0
0 0 1

 (5.14)

The determinants are |D(σ)| = −1, equal for the three mirror transformations.
The character χ(σ′v) = χ(σ′′v ) = χ(σ′′′v ) = 1 is the same for the three mirror transformations, which
belong to the same class.
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Figure 5.2: The new reference systems (x′′,′′ ) and (x′′′, y′′′) used to calculate the matrices of the
σ′′v and σ′′′v transformations.

Comments

1. One can easily check that the six matrices fulfil the requirements of a faithful representation,
since each matrix D is associated to only one element of the symmetry group and vice-versa.

2. Transformations of the same class share the same character:

χ(e) = 3 , χ(C3) = 0 , χ(σv) = 1 . (5.15)

3. The representation of the C3v group here considered has dimensionality 3 (three-dimensional
coordinate basis and 3× 3 matrices). Other representations of the C3v group are possible, of
the same dimensionality as well as of smaller or larger dimensionalities.

4. The determinant of the transformation matrices is +1 for identity and rotations, say for the
operations of direct congruence (proper isometric correspondence), it is −1 for the mirror re-
flections, say for the operations of opposite congruence (improper isometric correspondence).

5.2.2 Diagonal structure of the matrices of the C3v group

In the three-dimensional representation (x, y, z) of the C3v group, with the particular choice of the
z axis coinciding with the C3 rotation axis, all the six matrices are “blocked”: two non-zero square
blocks can be singled out along the main diagonal, the remaining elements being zero:

D =

 Dxx Dxy 0
Dyx Dyy 0

0 0 1

 (5.16)

As a consequence, one can consider two other independent representations of the C3v group:

1. A two-dimensional representation in the xy basis.
The six two-dimensional matrices are different for different transformations. The group of
matrices is isomorphic to the group of symmetry transformations (faithful representation).
The transformations mix up the x and y coordinates.
Again, transformations of the same class share the same character, which is however different
from the character of the 3-dimensional representation:

χ(e) = 2 , χ(C3) = −1 , χ(σv) = 0 . (5.17)

2. A one-dimensional representation in the z basis.
All the six 1 × 1 matrices are equal to 1. The z coordinate is unaffected by any symmetry
transformation of the group C3v. The group of matrices is homomorphic to the group of
symmetry transformations. All symmetry transformations have the same character

χ(e) = χ(C3) = χ(σv) = 1. (5.18)
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This apparently trivial representation, named “identical representation”, is clearly unfaithful;
however, as we will see later on, it is useful when treating physical properties that are invariant
with respect to the symmetry transformations.

Let us stress again that the particular diagonal structure (5.16) of the representation matrices
depends on the choice of the basis vectors (or better of their orientation with respect to the
symmetry elements of the system).
The question naturally arises whether this matrix structure (5.16) can be further “reduced”, lead-
ing to fully diagonal matrices, by a suitable choice of basis vectors. If not, the two-dimensional
representation in the basis xy should be considered as “irreducible”. The problem of how to decide
whether a representation is reducible or not will be solved in the next Section 5.3. We anticipate
here that the two-dimensional representation of the C3v group cannot be further decomposed and
is thus irreducible.

Other irreducible representations of the C3v group?

Another one-dimensional representation of the group C3v, independent of the previous ones, can
be obtained by considering the determinants of the six matrices:

|D(E)| = |D(C1
3 )| = |D(C2

3 )| = 1 , |D(σ′v)| = |D(σ′′v )| = |D(σ′′′v )| = −1 . (5.19)

This one-dimensional representation is formed by two one-dimensional matrices, D1 = 1 and
D2 = −1, each one of them corresponding to three different symmetry transformations. One can
easily check that the requirements of group representations are fulfilled: the multiplication of the
one-dimensional matrices corresponds to the composition of the symmetry elements, the identity
element is D1 = 1, the inverse elements are [D1]−1 = D1 and [D2]−1 = D2 (make reference to the
multiplication table 4.4).
It is however evident that this representation cannot be simply connected to the coordinate trans-
formations. A possible interpretation will be given later on in terms of functions of coordinates.
In the homorphism between the group C3v and this representation, the unit matrix D1 corresponds
to the invariant subgroup {E,C1

3 , C
2
3}, the other matrix D2 to its coset {σ′v, σ′′v , σ′′′v }. The two

matrices D1 and D2 form a faithful representation of the factor group of the invariant subgroup.
A new question arises: how many independent irreducible representations characterise a given
symmetry group? The problem will be solved in the next Section 5.3 too. We anticipate here that
the three representations found up to now (one two-dimensional and two one-dimensional) are the
only possible irreducible representations for the C3v group.

Problem: Consider the matrices |D(E)| = 1, |D(C1
3 )| = |D(C2

3 )| = −1 and |D(σ′v)| = |D(σ′′v )| =
|D(σ′′′v )| = 1 and verify that they don’t are a representation of the C3v group.

5.2.3 Example: coordinate representation of the C6 group

As a further example, let us now study the cyclic group C6, already considered in Section 4.3.
One can easily see that, if again the z axis is chosen parallel to the C6 axis, the six 3×3 matrices
representing the 6 symmetry transformations are

D(Ck6 ) =

 cos(kπ/3) − sin(kπ/3) 0
sin(kπ/3) cos(kπ/3) 0

0 0 1

 (5.20)

where k = 1, 2, 3, 4, 5, 6.
The determinant of all the six matrices is +1 (proper rotations).
The characters of the six transformations (each of which forms a separate class) are however
different, varying from χ = 3 for C6

6 = e to χ = 2 for C1
6 and C5

6 to χ = 0 for C2
6 and C4

6 to χ = −1
for C3

6 .
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The matrices (5.20) are blocked, so that we can distinguish a two-dimensional representation xy
and a one-dimensional representation z as for the C3v group.
The question again arises whether this matrix structure can be further “reduced” or is instead
“irreducible”. We anticipate here that the two-dimensional representation of the C6 group can be
further decomposed into two one-dimensional representations. In Section 5.5 we will find that
there are actually six independent irreducible representation of the C6 group; to find them, we
have however to consider a vector space of functions.

Problem: Consider the two-dimensional representation xy of the C6 group, evaluate the character
of the different transformation and discuss the results.

5.3 Irreducible representations: theory
In the previous Section, the concept of irreducible representation arose from the analysis of some
working examples. Let us now give a more rigorous foundation.

5.3.1 Similarity transformations and irreducible representations
1.
The dimensionality of a given representation depends on the dimensionality of the linear vectorial
space where the matrices are defined. Within a given vectorial space, similarity transformations
(5.2) lead to equivalent representations, since they leave the matrix equations unchanged.
Let D and D′ be the representation matrices before and after a similarity transformation S. It is
easy to show that

D′(g1)D′(g2) =
[
S−1 D(g1)S

] [
S−1 D(g2)S

]
=
[
S−1 D(g1)D(g2)S

]
= D′(g1g2) . (5.21)

Here and in the following, similarity transformations are represented by unitary matrices S−1 = S†

in order to guarantee the possibility of operating in complex spaces.

2.
Given any two representations of a group, D(1)(gi) of dimensionality `1 and D(2)(gi) of dimension-
ality `2, it is always possible to combine the two set of matrices to obtain a new representation of
dimensionality ` = `1 + `2: (

D(1)(gi) 0

0 D(2)(gi)

)
= D(gi) . (5.22)

By similarity transformations it is possible to obtain an equivalent representation of dimensionality
` where the matrix elements are scrambled so that the block structure of (5.22) is lost.
3.
We are actually interested in the reverse operation, say in the decomposition of a given represen-
tation in all its possible irreducible component representations, by means of a suitable similarity
transformation that acts on all the matrices of the group.
Otherwise stated, we are interested in the search of all the irreducible representations of a given
group.
This task is facilitated by a number of theorems and rules which are considered below. (The
demonstrations can be found in specialised textbooks, for example, in M. Tinkham: Group theory
and quantum mechanics).

5.3.2 General orthogonality theorem
One can demonstrate that every matrix representation is equivalent, through a similarity transfor-
mation, to a representation by unitary matrices, say matrices such thatD−1 = D† (Schur-Auerbach
theorem).
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As a consequence, through a quite long procedure, one can further demonstrate the so-called
orthogonality theorem, which assert that for every pair of inequivalent irreducible unitary repre-
sentations D(α) and D(β) of a group

∑
g

[
D(α)
µν (g)

] [
D

(β)
µ′ν′(g)

]∗
=

n

`α
δαβ δµµ′ δνν′ (5.23)

where

g labels the n elements of the symmetry group,
α and β label the two irreducible representations,
µ and ν label the rows and columns of the matrices,
`α is the dimensionality of the α irreducible representation.

Let us now consider some consequences of the orthogonality theorem.

Dimensionality of irreducible representations

To grasp the meaning of the theorem (5.23), it is convenient to consider an abstract n-dimensional
vector space, whose dimension is equal to the number n of group elements.
Within this n-dimensional space, for each irreducible representation D(α) of dimensionality `α one
can define `2α n-dimensional vectors D(α)

µν = {D(α)
µν (g1), D

(α)
µν (g2), . . . D

(α)
µν (gn)}, one for each pair

of values µν, whose n components are the Dµν values corresponding to the n symmetry group
elements.
The theorem (5.23) expresses the orthogonality of the vectors corresponding to the different `2α pairs
µν for a given representation (δµµ′ δνν′) or to different representations within the n dimensional
space (δαβ).
The total number of vectors whose orthogonality is guaranteed by (5.23) is

∑
α `

2
α, where the sum

is over the possible irreducible representation.
Since the maximum number of mutually orthogonal vectors in an n-dimensional space is just n, the
following relation holds between the representations dimensionality and the number of symmetry
operations: ∑

α
`2α ≤ n . (5.24)

Actually, one can demonstrate (see e.g. Tinkham, pagg. 30-31) that∑
α
`2α = n (5.25)

This relation is a constraint on the number and dimensionality of the irreducible representations
of a group.

5.3.3 Characters
As already noted above, the traces of the matrices are named characters in the theory of group
representations. The character of the matrix representing a given group element in a given repre-
sentation, be it reducible or irreducible, depends on the dimensionality ` of the representation,

χ(g) =
∑̀
µ=1

Dµµ(g) , (5.26)

and is invariant with respect to similarity transformations.
Symmetry operations within a class are connected by similarity transformations, expressed by
the conjugation relation (Section 4.2). As a consequence, all elements of a class share the same
character: we can thus speak of the character of a class.
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A sum rule for characters

From the orthogonality theorem (5.23), one can see that, if α and β are irreducible representations,∑
g

[
χ(α)(g)

] [
χ(β)(g)

]∗
(5.27)

=
∑
g

[
`α∑
µ=1

D(α)
µµ (g)

]  `β∑
µ′=1

D
(β)
µ′µ′(g)

∗ =
n

`α
δαβ

∑
µµ′

δµµ′ =
n

`α
δαβ `α , (5.28)

whence
gn∑
g=g1

χ(α)(g)
[
χ(β)(g)

]∗
= n δαβ (5.29)

Equation (5.29) represents an orthogonality relation for the characters of irreducible representa-
tions.
For α = β, say for a given irreducible representation, (5.29) asserts that the sum of the squares of
the characters is qual to the number n of group elements:

gn∑
g=g1

|χ(g)|2 = n , (5.30)

For α 6= β, say for two different irreducible representations, the sum is zero.

Note: The matrix elementsDµν and the characters χ can be complex numbers, whence the asterisk ∗
in (5.23) and (5.29).

Irreducible representations and classes

Since all the group elements in a given class share the same character, we can substitute the sum
over the n group elements in (5.29) with the sum over the h classes of the group:

h∑
k=1

χ(α)(k)
[
χ(β)(k)

]∗
nk = n δαβ , (5.31)

where k labels the classes and nk is the number of group elements in the class k (we are always
considering only inequivalent irreducible representations).

To better grasp the meaning of (5.31), it is convenient to consider an abstract h-dimensional vector
space, whose dimension is equal to the number of classes of the group.
Within this space, for each irreducible representation one can define an h-dimensional vector χ(α) =
{χ(α)(1), χ(α)(2), . . . χ(α)(h)}. Eq. (5.31) expresses the orthogonality of the vectors corresponding
to different irreducible representations (I.R.)
Since the maximum number of orthogonal vectors in an h-dimensional space is just h, the number
of inequivalent I.R. cannot exceed the number h of classes.
Actually, one can demonstrate that

Number of irreducible representations = Number of classes.

Example 1: The symmetry group C3v, of order n = 3, contains three classes: {e}, {C3
+, C3

−},
{σ′v, σ′′v , σ′′′v }. The number of irreducible representations (I.R.) of C3v is three.

Example 2: The symmetry group C6, of order n = 6, is cyclic and thus commutative; each element
is a class by itself, so the group contains six classes and the number of I.R. is six.
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5.3.4 Table of characters

The properties of the irreducible representations of a given symmetry group are summarised in the
table of characters, which lists the characters of the symmetry classes in the different irreducible
representations of the group. The tables of characters play a fundamental role in the applications
of the symmetry group theory which will be considered in this chapter.
The tables of characters of the point symmetry groups can be found in a number of textbooks
(e.g. Landau-Lifshitz or Tinkham) or specialised monographs. The procedures for finding the I.R.
of each symmetry group are in some cases far from simple, but are greatly facilitated by the sum
rules introduced above.
To understand the structure of character tables, let us refer to the concrete case of the C3v group,
whose characters table is reproduced in Table 5.1.

1. Each line of the table is dedicated to a different irreducible representation.
2. The first column (not necessarily present) specifies the dimension of the irreducible represen-

tation.
3. The second column contains the conventional symbols of the irreducible representations. For

example:

- The symbols A and B characterise one-dimensional I.R., symmetric and antisymmetric,
respectively, with respect to rotation. A1 and A2 refer to symmetry and antisymmetry
with respect to mirror reflections, respectively.

- The symbol E characterises two-dimensional I.R. (don’t confuse with the symbol E = e
of the identity transformation).

- The symbol T (not present in Table 5.1) characterises the three-dimensional I.R.

4. The third column (actually a set of columns) lists the characters of the different classes of
symmetry transformations.

5. The last column lists some of the coordinates, or combinations of coordinates, or functions
of the coordinates, which transform according to the given representation.
In Table 5.1, Rx, Ry, Rz are the components of an axial vector.

Table 5.1: Character table of the irreducible representations (I.R.) of the symmetry group C3v.
The three classes contain one (e), two (2C3) and three (3σv) elements, respectively.

Classes
e 2C3 3σv

one-dim. A1 1 1 1 z, x2 + y2 + z2

one-dim. A2 1 1 -1 Rz
two-dim. E 2 -1 0 (x, y), (xz, yz), (Rx, Ry)

The A1 and E irreducible representations appearing in Table 5.1 have been obtained in Section 5.2
from the 3× 3 reducible representation in the coordinate basis.
The A2 irreducible representation, which was obtained again in Section 5.2 from the determinants
of the 3×3 matrices, can be understood by the following example: consider a body spinning around
the z axis. The z component of the angular velocity vector ~R (axial vector) is unchanged by the
e and C3 symmetry transformations, while it is reversed by the σv symmetry transformations.
Note 1: The order of appearance of the different columns of a character table can be different in

different presentations.
Note 2: In Section 4.3, we have seen that isomorphic symmetry groups have the same multiplication

table. This is the case, for example, of the D2, C2h and C2v groups, which are isomorphic to
the Klein four-group. Isomorphic group share the character table too.
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5.3.5 Applications of the sum rule for characters
The sum rule (5.29) is useful to verify whether a given representation is irreducible or not and can
be of help in finding the characters of an unknown irreducible representation.
Let us consider some examples referring to the C3v group.
Example 1: Let us consider the 3×3 representation of the C3v group in the coordinate basis

introduced in Section 5.2. The characters are: χ(e) = 3 , χ(C3) = 0 , χ(σ) = 1 . The sum rule
(5.29) gives ∑

g
|χ(g) |2 = 9 + 0 + 3 = 12 .

The sum is different from n = 6. The 3×3 representation is thus reducible.
Example 2: In the coordinate basis we have seen that the 3×3 representation of the C3v group,

with the choice of the z axis corresponding to the C3 axis, is naturally decomposed into
two representations of smaller dimensionality; the characters of these two representations
correspond to the characters of the A1 and E irreducible representations of Table 5.1.
We can easily check that the sum rule (5.29) is satisfied for these two representations:

A1 :
∑
g

∣∣χ(A1)(g)
∣∣2 = 1 + 2 + 3 = 6

E :
∑
g

∣∣χ(E)(g)
∣∣2 = 4 + 2 + 0 = 6

Example 3: The group C3v has three classes, so we expect three irreducible representations (I.R.).
As we have seen, only two I.R. of C3v can be easily obtained in the coordinate basis, A1 and
E. Suppose we don’t know the third I.R.; let’s call it β, for the moment. To fulfil (5.25), say

`2A1
+ `2E + `2β = 1 + 4 + `2β = 6

the dimensionality of the β I.R. must be `β = 1.
We can also find the characters of the β I.R. as follows. Since β is one-dimensional, χ(β)(e) = 1.
The remaining two characters χ(β)(C3) and χ(β)(σv) can be determined by calculating the sum
rules (5.29) for the pairs of I.R. (A1, β) and (E, β) and solving the system:{

1× 1 +2[1× χ(β)(C3)] +3[1× χ(β)(σv)] = 0
2× 1 +2[−1× χ(β)(C3)] +0 = 0

(5.32)

The system is solved for χ(β)(C3) = 1 and χ(β)(σv) = −1. The third I.R. β corresponds to
the A2 I.R. listed in Table 5.1. The sum rule (5.29) is verified:

A2 :
∑
g

∣∣∣χ(A2)(g)
∣∣∣2 = 1 + 2 + 3 = 6 .

Actually, we had already seen that the third one-dimensional I.R. β is given by the determi-
nants (5.19) of the 3×3 matrices: the characters are +1 for proper rotations, −1 for mirror
inversions.

5.3.6 Further consequences of the sum rule for characters
We have seen that the number of inequivalent irreducible representations of a group is equal to the
number of classes of the group, and that the dimensionalities ` of the irreducible representations
are connected to the order of the group through (5.25).
On the other hand, in principle there is no limit to the dimensionality of a reducible representation.
It can thus happen that an irreducible representation is contained more than once within a reducible
representation.
One can evaluate how many times a given irreducible representation is contained in a given re-
ducible representation, once the characters of the two representations are known, by a suitable
application of the sum rule (5.29).
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Let us consider a reducible representation, which can be decomposed into several different irre-
ducible representation and let n(β) be the number of identical irreducible representations β con-
tained in the initial reducible representation. Since the matrices in the reducible representation can
be blocked, the character of each transformation in the reducible representation can be expressed
as the sum of the characters of the different irreducible representations:

χ(g) =
∑

β
n(β) χ(β)(g) . (5.33)

Our goal is to evaluate the numbers n(β). To this purpose, let us multiply both sides of (5.33) by
the character of a generic irreducible representation α, sum over all symmetry transformations g,
and make use of (5.29):∑

g

{
χ(g)

[
χ(α)(g)

]∗}
=

∑
g

{∑
β
n(β) χ(β)(g)

[
χ(α)(g)

]∗}
=

∑
β
n(β)

{∑
g
χ(β)(g)

[
χ(α)(g)

]∗}
(5.34)

=
∑

β
n(β)n δαβ

where as usual n is the order of the group.
One can conclude that ∑

g

{
χ(g)

[
χ(α)(g)

]∗}
= nn(α) , (5.35)

whence the reduction formula

n(α) =
1

n

∑
g

{
χ(g)

[
χ(α)(g)

]∗}
. (5.36)

Problem: Consider the reducible 3×3 representation of the C3v group, whose characters are listed
in (5.15) and the three irreducible representations listed in Table 5.1. Making use of (5.36),
verify that n(A1) = 1, n(A2) = 0, n(E) = 1.

5.4 Irreducible representations: examples

In Section 5.2, we have considered the representations of some symmetry groups in the three-
dimensional coordinate space. We have however found that the coordinate space is generally
unsuited for finding all the irreducible representations of a given group.
A more general and effective approach is based on N -dimensional vector spaces, typically function
spaces. This Section 5.4 contains a tutorial introduction to the representations in function spaces,
focusing the attention on the pure rotation groups, beginning with the coordinate representation
of the C3 group, contunuing with the C6 group to finish with the generic CN group.

5.4.1 The C3 group

The C3 group contains three symmetry transformations: C3 = {e, C1
3 , C

2
3}. It is a subgroup of

C3v. The multiplication table of C3 has been given in Table 4.2 of Chapter 4.
The C3 group is cyclic, the generator element is C1

3 . Being cyclic, it is commutative and each
element forms a class by itself. There are thus three classes and three irreducible representations.

Let us first consider the representations in the coordinate basis (x, y, z) with z parallel to the C3

axis. The three transformations of the C3 group are represented by the matrices (5.9) and (5.11),
already found when considering the representations of the C3v group. The three matrices are
blocked: as for the C3v group, there is again the one-dimensional irreducible representation A1 in
the z basis. Contrary to the case of the C3v group, however, the two-dimensional representation
in (x, y) is further reducible for the C3 group, which should have three one-dimensional irreducible
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representations. By the way, by applying the sum rule (5.29) to the characters (5.17) of the
two-dimensional representation, one finds∑

g
|χ(g) |2 = 4 + 2 = 6 6= n = 3 . (5.37)

The problem thus arises of decomposing the two-dimensional reducible (x, y) representation in two
one-dimensional irreducible representations. This decomposition cannot be achieved in the real
Euclidean space.
It is convenient to consider the (xy) plane as the complex plane and introduce a new pair of
independent complex coordinates, linear combinations of x and y:

x+ iy = r eiφ , x− iy = r e−iφ . (5.38)

Since r is constant under rotation (which is the only allowed type of symmetry transformations of
the C3 group) we can drop it and consider only the angular coordinate φ.
The two-dimensional coordinate basis (x, y) is substituted by a new two-dimensional basis repre-
sented by the two orthonormal functions (eiφ, e−iφ). In the coordinate basis (x, y), the symmetry
transformations of the group are represented by matrices that mix up the x and y coordinates.
We want now to find the matrices representing the symmetry transformations in the new basis of
functions (eiφ, e−iφ).
The effect of the rotation C1

3 , say of the rotation of 2π/3, on the basis of functions (e+iφ, e−iφ) is
obtained by the substitution φ→ φ+ 2π/3. In matrix notation,(

ei(φ+2π/3)

e−i(φ+2π/3)

)
=

(
ei2π/3 0

0 e−i2π/3

)(
eiφ

e−iφ

)
=

(
ε 0
0 ε2

)(
eiφ

e−iφ

)
(5.39)

where ε = ei2π/3 and ε2 = ei4π/3 = e−i2π/3.
The effect of the rotation C2

3 , say of the rotation of 4π/3, on the basis of functions (e+iφ, e−iφ) is
obtained by the substitution φ→ φ+ 4π/3. In matrix notation,(

ei(φ+4π/3)

e−i(φ+4π/3)

)
=

(
ε2 0
0 ε

)(
eiφ

e−iφ

)
(5.40)

where again ε = ei2π/3 = e−i4π/3 and ε2 = ei4π/3.
Summarising, the three transformation matrices representing the C3 group in the two-dimensional
basis of functions (e+iφ, e−iφ) are

D(e) =

(
1 0
0 1

)
, D(C1

3 ) =

(
ε 0
0 ε2

)
, D(C2

3 ) =

(
ε2 0
0 ε

)
(5.41)

The three matrices of (5.41), including D(C1
3 ) and D(C2

3 ), are blocked, and give thus rise to two
one-dimenional irreducible representations, as expected from the general theory.
Globally, the three-dimensional cyclic abelian C3 group has three one-dimensional irreducible rep-
resentations. The character table is given in Table 5.2.

Table 5.2: Character table of the irreducible representations (I.R.) of the symmetry group C3. All
I.R. are one-dimensional.

C3 e = C3
3 C1

3 C2
3

A1 1 1 1

E { 1 ε ε2

1 ε2 ε
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Comments

a) The matrix elements ε = ei2π/3 and ε2 = [ei2π/3]2 = e−i2π/3 are complex numbers. They are
also the characters of the rotations C1

3 and C2
3 in the one-dimensional representations based

on the functions eiφ and e−iφ (Table 5.2).
b) One can easily verify that the sum rule (5.29) is satisfied by the three irreducible represen-

tations of Table 5.2.
c) The two basis functions eiφ and e−iφ defined in (5.38) are complex conjugate. In the char-

acter tables, the two corresponding one-dimensional irreducible representations are globally
classified as one doubly degenerate two-dimensional E representation. This choice is con-
nected to the fact that the (x, y) coordinates are mixed by the C1

3 or C2
3 rotation. We will

see in Section 5.6.3 that the dimensionality of irreducible representations corresponds to the
degeneracy of quantum energy levels; besides, complex conjugation of the eigenfunctions of
the Schrödinger equation corresponds to time inversion symmetry; time inversion symmetry
is not considered in the CN group, so that the two functions eiφ and e−iφ give rise to distinct
irreducible representations.

€ 

eiφ

€ 

ei2φ

€ 

ei3φ

€ 

C3 axis

Figure 5.3: Schematic representation of the periodicity of the three functions eimφ, m = 1, 2, 3.

Basis functions

In the procedure depicted above, starting from the Euclidean space (x, y, z) and mixing the x
and y coordinates to form the complex functions (eiφ, e−iφ) of the rotation coordinate φ, we have
found three one-dimensional irreducible representations of the group C3. This procedure appears
somewhat unsatisfactory, since it mixes a coordinate basis z with two complex bases e±iφ.

Let us now introduce a more general approach, taking always as example the group C3.

We know, from the general theory of irreducible representations, that there are three independent
one-dimensional representations of the group C3. We consider then a three-dimensional function
space and choose three orthonormal functions as a basis forf the three irreducible representations.
It is convenient to choose the three functions of the angular coordinate φ:

eimφ (m = 1, 2, 3) . (5.42)

The three functions (5.42) are periodic, with angular period 2π/m (Fig. 5.3).

Within the basis represented by the three functions (5.42), the three symmetry operations Cs3(s =
1, 2, 3) are represented by the three 3 × 3 reducible matrices that operate on the column vector
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[eiφ/ei2φ/ei3φ]:

D(C1
3 ) =

 (ei2π/3)1 0 0
0 (ei2π/3)2 0
0 0 (ei2π/3)3

 ,

D(C2
3 ) =

 (ei4π/3)1 0 0
0 (ei4π/3)2 0
0 0 (ei4π/3)3



D(C3
3 ) =

 e0 0 0
0 e0 0
0 0 e0

 ,

(5.43)

The row index corresponds to the parameter m (first row m = 1, second row m = 2, third row
m = 3).
The three matrices (5.43) are diagonal; the three diagonal elements of each matrix correspond to
the three 1×1 irreducible representations of the same symmetry transformation.

Table 5.3: The three basis functions eiφ and the corresponding one-dimensional I.R. of each sym-
metry transformation.

Basis C1
3 C2

3 C3
3 = e I.R.

eiφ ei2π/3 ei4π/3 ei6π/3 = 1 }E
ei2φ ei4π/3 ei8π/3 ei12π/3 = 1
ei3φ ei6π/3 = 1 ei12π/3 = 1 ei18π/3 = 1 A1

Each one of the three functions (5.42) is a basis of a one-dimensional irreducible representation.
For a given representation, say for a given value of m,

D(Cs3) = (ei2πs/3)m . (5.44)

The situation can be clarified by looking at Table 5.3. By setting ε = ei2π/3, the character Table 5.2
is recovered.

Comments

a) The function ei3φ (m = 3) is the basis of the identical I.R. A1: the function has periodicity
2π/3 and is not modified by the symmetry transformations of the group C3.
The effect of the symmetry transformations on the other basis functions is a multiplication
by a phase factor.

b) The representation based on the function eiφ is the group of the complex roots of order 3 of
the number one.

c) The one-dimensional representation of the three symmetry transformations based on the
function eimφ can be obtained even if the basis function is changed to ei(m±3)φ. There are
thus infinite equivalent irreducible representations based on different functions and infinite
possible sets of three orthonormal basis functions.
One frequently adopted choice is m = −1, 0,+1.

.

5.4.2 The C6 group
The advantage of representations based on bases of functions rather than on the three-dimensional
coordinate basis is further highlighted by the example of the C6 group, already considered in
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Section 5.2. In the coordinate basis we found the 3×3 representation (5.20), which is composed by
a one-dimensional z representation and a two-dimensional xy representation. However, since the
group C6 is cyclic and thus commutative, we know from Section 5.3 that there are six independent
one-dimensional irreducible representations.
To single out the six one-dimensional irreducible representations, it is convenient to operate in a
six-dimensional function space spanned by the six orthonormal functions of the angular coordinate
φ

eimφ (m = 1, 2, . . . , 6) . (5.45)

The six functions (5.45) are periodic, with angular period 2π/m.
In the basis (5.45), the six group elements (independent CsN rotations) are represented by six 6×6
matrices, analogous to the 3×3 matrices (5.43) of the C3 group. For the generic rotation Cs6 , the
matrix is

D(Cs6) =



(eis2π/6)1 0 0 0 0 0
0 (eis2π/6)2 0 0 0 0
0 0 (eis2π/6)3 0 0 0
0 0 0 (eis2π/6)4 0 0
0 0 0 0 (eis2π/6)5 0
0 0 0 0 0 (eis2π/6)6

 . (5.46)

and operates on a six-component column vector {eiφ, ei2φ, ei3φ, ei4φ, ei5φ, ei6φ}.
All the D(Cs6) matrices are diagonal, so that the 6×6 representation is reducible into 6 one-
dimensional I.R. Each one of the functions (5.45) is the basis of a one-dimensional I.R.
The characters of the six I.R. are different. The character table is shown in Tab. 5.4, where
ω = exp(i2π/6).

In particular, the function ei6φ (m = 6) is the basis of the identical I.R. A1: the function has
periodicity 2π/6 and is not modified by the symmetry transformations of the group C6. The effect
of the symmetry transformations on the other basis functions is a multiplication by a phase factor.
The one-dimensional representation of the six symmetry transformations based on the function
eimφ can be obtained even if the basis function is changed to ei(m+6)φ.

Table 5.4: Character table of the irreducible representations (I.R.) of the symmetry group C6,
where ω = exp(i2π/6). All I.R. are one-dimensional. The two I.R. labeled E′ are equivalent, and
are considered as doubly degenerate two-dimensional representations; the same for E′′.

C6 e = C6
6 C1

6 C2
6 C3

6 C4
6 C5

6

A1 1 1 1 1 1 1
E′ 1 ω ω2 ω3 ω4 ω5

E′′ 1 ω2 ω4 1 ω2 ω4

B 1 -1 1 -1 1 -1
E′′ 1 ω4 ω2 1 ω4 ω2

E′ 1 ω5 ω4 ω3 ω2 ω

Problem 1: Verify the character table 5.4 of the group C6. Verify the sum rule (5.29).
Problem 2: It is instructive to compare the group C6 with the group C6v, in analogy with the

comparison of C3 with C3v. The classes of the C6v group are six, two containing one element,
two containing two elements, two containing three elements:

{e} , {C3
6} , {C2

6 , C
4
6} , {C1

6 , C
5
6} , {3σv} , {3σd} . (5.47)

The conjugate rotations Cm6 and C6−m
6 are grouped in the same class.
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5.4.3 The CN group and its generalisations
The approach depicted in the two examples of the C3 and C6 groups can be generalised to any CN
group:

a) The N possible rotations are CsN , where s = 1, . . . N .
C1
N is the generator of the cyclic group and CNN = C0

N = e is the identity.
b) We operate in an N -dimensional function space spanned by N orthonormal basis functions

eimφ (m = 1, . . . N) . (5.48)

c) The N matrices representing the N symmetry operations are diagonal; for a given rotation
CsN , the matrix is diagonal and the matrix elements (along the diagonal) are(

ei2πs/N
)1

,
(

ei2πs/N
)2

, · · · ,
(

ei2πs/N
)N

=
(

ei2πs/N
)0

. (5.49)

d) For a given basis function eimφ with a given value of m, the CsN transformation is represented
by the complex number

D(CsN ) = (ei2πs/N )m . (5.50)

e) The function eiNφ (m = N) is the basis of the identical I.R. A1: the function has periodicity
2π/N and is not modified by the symmetry transformations of the group CN .
The effect of the symmetry transformations on the other basis functions is a multiplication
by a phase factor.

f) A basis set of dimension smaller than N would not give all the irreducible representations.
A basis set of dimension larger than N would be redundant.

Alternative basis sets.

The basis set (5.48) is not the only one possible.
One can verify that the complex number representing the rotation CsN with respect to the basis
function ei(m)φ, wherem = 1, . . . N , is equal to the complex number representing the same rotation
with respect to the function ei(m±N)φ:

D(CsN ) =
(
ei2πs/N

)(m±N)

=
(
ei2πs/N

)m
. (5.51)

There are thus infinite possible choices of the N -dimensional basis set.
A frequently adopted basis set is obtained by considering the N values of m centred on m = 0.
More precisely, the new basis set is

eimφ where
{
−N/2 < m ≤ N/2 for N even
−N/2 < m < N/2 for N odd (5.52)

Example 1: For N = 3 the basis functions are e−iφ, 1, eiφ. Such a basis set contains a pair of
complex conjugate basis functions (eiφ, e−iφ).

Example 2: For N = 6 the basis functions are e−2φ, e−φ, 1, eφ, e2φ, e3φ. Such a basis set contains
two pairs of complex conjugate basis functions (eiφ, e−iφ) and (e2iφ, e−2iφ). Can you recognise
the corresponding I.R. in the Table of characters 5.4?

General basis - Floquet theorem

The basis functions eimφ of (5.48) or (5.52) don’t represent the most general choice of basis set for
the group CN .
One can actually see that a basis of an I.R. of the group CN is represented also by any function

eimφ einNφ , (5.53)
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where n is an integer number.
Actually, a rotation of 2πs/N transforms the function (5.53) according to

(
eim(φ+2πs/N) einN(φ+2πs/N)

)
=

(e2πs/N
)m

eins2π︸ ︷︷ ︸
=1

 (eimφ einNφ) . (5.54)

The representation of the 2πs/N rotation is thus given again by (5.50)

D(CsN ) = (ei2πs/N )m (5.55)

for the new basis (5.53) too.
Notice that in (5.53) the first factor (m ≤ N) is a low-frequency function, the second factor
(nN ≥ N) is a high frequency function.
The result can be further generalised. Any function

eimφ
∑

n
Ane

inNφ (5.56)

is a basis of a one-dimensional I.R. of the CN group. The sum in (5.56) represents a complex
periodic function of period 2π/N .

Application to the one-dimensional linear chain

An interesting application of the results found for the CN group concerns the translational sym-
metry of crystals (Section 4.6).
Let us focus the attention on the one-dimensional case and consider a linear chain of N points
with spatial period a. The translations are T = sa, where s = 1, 2, ..., N .
To avoid the difficulties connected with the finite size of real crystals and exploit the translational
symmetry properties of infinite crystals, the periodic boundary conditions were introduced in
§ 2.5.1, which amount to impose that the value of any property is the same for s = 0 and for
s = N .
For a one dimensional system, the periodic boundary condition formally corresponds to joining the
two extrema of the linear chain, forming a circumference of length Na and radius r = Na/2π. We
can now take advantage of the previous treatment of the CN group by considering that any length
on the circumference can be expressed as x = rφ.
The N basis functions (5.48) of the rotation group can thus be expressed in terms of translational
coordinates:

eimφ = eimx/r = exp

(
im

2π

aN
x

)
= eikmx , (5.57)

where km = (m/N)(2π/a) and m = 1, 2, ..., N .
In (5.57), the adimensional angular coordinate φ is substituted by the dimensional length coordinate
x, and the adimensional parameter m is substituted by the wavenumber km, with the dimension
of inverse length.
The N orthonormal functions

exp(ikmx) , km = (2πm/Na) [1, . . .m, . . . N ] (5.58)

are periodic in the x coordinate, with periodicity Na/m. The shortest period is ∆x = a form = N ,
the longest period is ∆x = Na for m = 1.
TheN functions (5.58) are the basis of anN×N reducible representation, where the transformation
induced by the generic translation T = sa is represented by exp[ik1(x+ T )]

· · ·
exp[ikN (x+ T )]

 =

 exp[ik1T ] 0 0
· · · · · · · · ·
0 0 exp[ikNT ]

 exp[ik1x]
· · ·

exp[ikNx]

 (5.59)
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All matrices in the N ×N representation are diagonal; the representation can be decomposed in
N one-dimensional I.R., one for each of the basis functions (5.58).

For a given basis function, say for a given value of km in (5.57), the translation T = sa is represented
by the complex number

eikmT : (5.60)

say the basis function is multiplied by the phase factor eikmT .
The function exp(ikNx) is the basis of the identical I.R. A1; one can easily verify that for any
translation T = sa

exp(ikNT ) = exp

(
i
2π

a
sa

)
= exp(i2πs) = 1 . (5.61)

The function exp(ikNx) has periodicity ∆x = a and is not modified by any translation T = sa
(Fig. 5.4).

The quantities km are connected to the primitive vector b = 2π/a of the reciprocal space by

km =
m

N
b . (5.62)

Otherwise stated, the values km are confined within a primitive cell of the reciprocal space.

As it was observed for the basis set (5.48) of the CN group, also for the linear chain with periodic
boundary conditions the basis set (5.58) is not the only one possible. An alternative basis set is

exp(ikmx) , km =
2π

a

m

N
(N/2 < m ≤ N/2) , (5.63)

for which the values km are confined within the first Brillouin Zone.

€ 

exp(ik1x)

€ 

exp(ik3x)

€ 

exp(ik2x)

€ 

exp(ikN x)

Figure 5.4: Schematic representation of the periodicity of the functions eiKmx, with respect to the
periodicity of the lattice (open circles).

Bloch functions

For the linear chain of period a with periodic boundary conditions, the most general basis functions
can be obtained by adapting the rotational equation (5.56) to the linear case; one obtains

ψ(x) = eikmx
∑

n
Ane

inbx , (5.64)

where b = 2π/a is the primitive vector of the reciprocal one-dimensional lattice.
According to (3.1) of Section 3.1, the sum in (5.64) is the Fourier expansion of a periodic function
u(x) of period a.
Functions like (5.64) are called Bloch functions. We will see in Section 9.2 that the eigenfunctions
of the Schrödinger equation for an electron in a periodic crystalline potential are Bloch functions.
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5.5 Group representations in the function space
The examples of the previous Section 5.4 (groups C3, C6, CN ) have shown that, in order to find all
the irreducible representations of a symmetry group, it is convenient to work in an `-dimensional
subspace of the linear space of the functions of the coordinates.
In this Section 5.5 we introduce some general considerations on the group representation in function
spaces, which are illustrated by a simple example relating to the C3v group.
This Section is preliminary to the next Section 5.6, mainly dedicated to some applications of group
theory to Quantum Mechanics.

5.5.1 General considerations
Let Φ1(q),Φ2(q), ...Φ`(q) be an orthonormal basis set of ` linearly independent functions of coor-
dinates (typically generalised coordinates in a suitable configurations space).

Transformations of components

Every function belonging to the vectorial space spanned by the Φi functions can be expressed as
a linear combination of the ` basis functions:

Ψ =
∑̀
i=1

αi Φi . (5.65)

Let us now consider a group of symmetry transformations G = {g1, . . . , gn}. Each one of the n
transformations g of the symmetry group operates on the functions Ψ according to

Ψ′ = Pg Ψ , (5.66)

where Pg is the operator corresponding to g and

Ψ′ =
∑̀
i=1

α′i Φi (5.67)

is again expressed as a linear combination of the ` basis functions, with new coefficients α′.
Each one of the n operators Pg is represented, within the space spanned by the ` basis functions
Φi, by an `× ` matrix D(Pg).
Each matrix D(Pg) transforms the column vector of the components αi of Ψ (5.65) into the column
vector of the components α′i of Ψ′ (5.67):

α′i =
∑̀
k=1

Dik(Pg)αk . (5.68)

This procedure formally corresponds to the transformations of (x, y, z) coordinates considered in
Section 5.2.

Transformations of basis functions

In Section 5.4 we considered the effect of symmetry transformations directly on the basis functions
rather than on the components.
To give a formal support to that approach, let us study what happens when the generic function
Ψ of (5.65) corresponds to one of the basis functions Φν , say αi = δiν . The operator Pg acting on
a basis function Φν gives rise to a new function Φ′, which can obviously be expressed as a linear
combination of all the basis functions

Pg Φν = Φ′ =
∑̀
i=1

β′i Φi (5.69)
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Figure 5.5: Left: the three 1s orbitals Sa, Sb, Sc of the H atoms in the basal plane of the NH3

molecule. Right: The three linear combinations S1, S2S3 (5.77) of the three atomic orbitals.

The coefficients β′i of the transformed function can be expressed in terms of the coefficients αk of
the original function according to (5.68) and taking into account that the original function is the
basis Φν , so that αk = δkν :

Φ′ = Pg Φν =
∑̀
i=1

[∑̀
k=1

Dik(Pg)αk

]
Φi =

∑̀
i=1

Diν(Pg) Φi . (5.70)

If we now let the index ν vary from 1 to `, we can see that the matrix D(Pg) transforms the
column vector of the basis functions Φν (ν = 1 . . . `) into the column vector of the transformed
basis functions Φ′ν = PgΦν (ν = 1 . . . `). Otherwise stated, we can evaluate the matrices D(Pg) by
considering the effect of Pg on the basis functions (as was done in Section 5.4).
Note: One can observe that in (5.68) the sum is over the second index of the matrix, while in

(5.70) the sum is over the first index. This fact formally corresponds to the two different but
equivalent description of a symmetry operations: a rotation of an object with respect to a
fixed reference or a rotation of the reference with respect to the fixed object.

In conclusion, we consider groups which are isomorphic to the coordinate transformation groups,
and whose elements are transformation operators which operate on functions rather than on coor-
dinates.
Note: Only for commutative groups, such as the cyclic rotation groups considered in Section 5.4,

are the I.R. necessarily one-dimensional.

5.5.2 An orbital-based representation of the C3v group
To give a simple example of the representation of a non-commutative group in the function space,
let us consider again the C3v group and focus our attention on the NH3 molecule for concreteness.
A convenient set of basis functions is given by the 1s atomic orbitals of the nitrogen and hydrogen
atoms. Let Sn, Sa, Sb, Sc be the 1s orbitals of the N atom and of the three H atoms, respectively
(Fig. 5.5, left).
The basis is 4-dimensional, and the symmetry transformations are represented by 4× 4 matrices:

S′n
S′a
S′b
S′c

 =


Dnn Dna Dnb Dnc

Dan Daa Dab Dac

Dbn Dba Dbb Dbc

Dcn Dca Dcb Dcc




Sn
Sa
Sb
Sc

 (5.71)

The matrix representing the identity e is diagonal

D(e) =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 (5.72)
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Both the C1
3 = C+

3 and C2
3 = C−3 rotations leave unchanged the N orbital and permute the H or-

bitals, (S′nS
′
aS
′
bS
′
c) = (SnSbScSa) and (S′nS

′
aS
′
bS
′
c) = (SnScSbSa), respectively. The transformation

matrices are

D(C1
3 ) =


1 0 0 0
0 0 1 0
0 0 0 1
0 1 0 0

 D(C2
3 ) =


1 0 0 0
0 0 0 1
0 1 0 0
0 0 1 0

 (5.73)

The transformation matrices for the mirror reflections are

D(σ′v) =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 D(σ′′v ) =


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

 D(σ′′′v ) =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 (5.74)

The characters of this 4× 4 representation are

χ(e) = 4 , χ(C3) = 1 , χ(σv) = 2 . (5.75)

The character of each transformation corresponds to the number of basis functions (orbitals) which
are left unchanged by the transformation.
The 4× 4 representation is clearly reducible: the sum rule (5.1) gives

∑
g |χ(g)|2 = 30.

First decomposition of the 4×4 representation

To find the irreducible representations of the C3v group in the given function basis, one can start by
observing that all matrices of the 4× 4 representation are blocked, so that one can easily separate
two independent representations:

1. A one-dimensional I.R. of type A1 in the Sn basis. Actually, the 1s orbital of the N atom is
invariant with respect to any transformation of the group.

2. A three-dimensional representation in the (SaSbSc) basis, where the symmetry transforma-
tions mix up the basis functions. The characters in this representations are

χ(e) = 3 , χ(C3) = 0 , χ(σv) = 1 . (5.76)

This three-dimensional representation is reducible, since the sum rule (5.1) gives
∑
g |χ(g)|2 =

12.

Alternative 3-dimensional representations

To further decompose the three-dimensional representation in the (SaSbSc) basis, it is necessary
to find a different basis, where the transformation matrices are conveniently blocked. To this
effect, we search for suitable linear combinations of the SaSbSc basis functions. One such linear
combination is the following one (Fig. 5.5, right):

S1 = Sa + Sb + Sc

S2 = 2Sa − Sb − Sc
S3 = Sb − Sc

(5.77)

Let us build up the transformation matrices in this new representation.
The matrix representing identity is diagonal

D(e) =

 1 0 0
0 1 0
0 0 1

 (5.78)
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Let us now consider the two rotations C1
3 and C2

3 . The S1 function is invariant with respect to the
rotations, while the S2 and S3 functions are mixed up. The new S′2 and S′3 functions obtained by
the group rotations are linear combinations of the old S2, S3 functions. One can easily verify that
the transformation matrices are

D(C1
3 ) =

 1 0 0
0 −1/2 +3/2
0 −1/2 −1/2

 ; D(C2
3 ) =

 1 0 0
0 −1/2 −3/2
0 +1/2 −1/2

 (5.79)

Let us finally consider the mirror reflections. The S1 function is invariant with respect to all
reflections. The S2 and S3 functions are instead modified, and in two of the three transformations
they are mixed up. One can easily verify that the transformation matrices are

D(σ′v) =

 1 0 0
0 1 0
0 0 −1

 ;D(σ′′v ) =

 1 0 0
0 −1/2 −3/2
0 −1/2 +1/2

 ;D(σ′′′v ) =

 1 0 0
0 −1/2 +3/2
0 +1/2 +1/2

 (5.80)

The characters in this new 3 × 3 representations are equal to the characters (5.76) (the linear
combination of basis functions doesn’t modify the characters).

Irreducible representations

The advantage of the new 3-dimensional representation based on the S1, S2, S3 functions is that
the corresponding matrices are “blocked” One can then separate two independent representations:

1. The identical one-dimensional I.R. A1 in the S1 basis. Actually, the S1 = Sa + Sb + Sc
combination of H orbitals is invariant with respect to any transformation of the group. The
same invariance is exhibited by the 1s, 2s, 2pz orbitals of nitrogen.

2. A two-dimensional I.R. E in the S2S3 basis. The characters are

χ(e) = 2 , χ(C3) = −1 , χ(σv) = 0 . (5.81)

The group transformations mix up the (S2, S3) functions, as well as the (2px, 2py) orbitals
of nitrogen.

In conclusion, the 4×4 initial representation of the C3v group has been reduced into three I.R.:
two equivalent identical representations A1, and a two-dimensional representation E.
This is thus a good example for checking the sum rule (5.36). Considering the characters (5.75)
of the 4×4 representation, one can calculate by (5.36) the numbers n(α) for the three irreducible
representations A1, A2, E of the group given in Table 5.1. One easily finds:

for α = A1, n(α) = 2

for α = A2, n(α) = 0

for α = E, n(α) = 1

5.6 Group representations and Quantum Mechanics
In the following, we focus our attention on some applications of the theory of group representations
to quantum mechanical problems.

5.6.1 Hamiltonian operator and symmetry operators
A basic problem of the quantum theory for atoms, molecules and solids is the solution of the
stationary Schrödinger equation, HΨ = EΨ, in order to find the energy levels of the system and
the corresponding eigenstates.
Only for very simple systems can the Schrödinger equation be exactly solved (harmonic oscillator,
single particle in a central field). In most cases, the Hamiltonian function is the sum of many
contributions to the kinetic and potential energy coming from the many particles involved (see
below, Section 6.1). The solution is necessarily approximate. Symmetry considerations can simplify
the problem in exact way, before the approximations are introduced.
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Operators of the symmetry transformations

As a first step, since we are considering group representations with respect to basis functions,
it is convenient to describe the symmetry transformations of systems by operators acting in the
functions space.
Let us consider a group G = {g1, g2, . . . , gn} of symmetry transformations. To each transformation
g one can associate an operator Pg; one can then introduce the eigenvalue equation

Pg Ψ(~r) = pg Ψ(~r) . (5.82)

The results of previous Sections 5.4 and 5.5 can be recast in the language of operators (with a
slight modification of symbols). Let us give some simple examples.
Example 1: Rotation operator

Let RsN be the operator corresponding to a rotation CsN of 2πs/N around a given axis (where
as usual s is an integer number, s = 1 · · ·N) and let

RsN Ψ(φ) = rsN Ψ(φ) (5.83)

be the corresponding eigenvalue equation.
Since RsN Ψ(φ) = Ψ(φ−2πs/N), so that Ψ(φ−2πs/N) = rsNΨ(φ), and since the two functions
Ψ(φ) and Ψ(φ−2πs/N) are normalised to one, it is easily seen that |rsN |2 = 1. The eigenvalues
of the rotation operator RsN correspond to the matrix elements (5.49)

(rsN )
m

=
(
ei2πs/N

)m
, (m = 1 · · ·N) (5.84)

Example 2: Translation operator
Let T~n be the operator corresponding to a translation ~n = n1~a1 + n2~a2 + n3~a3 of a crystal
lattice and let

T~n Ψ(~r) = t~n Ψ(~r) (5.85)

be the corresponding eigenvalue equation.
Since T~n Ψ(~r) = Ψ(~r − ~n), so that Ψ(~r − ~n) = t~nΨ(~r), and since the two functions Ψ(~r) and
Ψ(~r − ~n) are normalized to one, it is easily seen that |t~n|2 = 1.
The eigenvalues of the translation operator T~n are of the form (see 5.59)

t
~k
~n = ei

~k·~n . (5.86)

Example 3: Inversion operator
Let J be the inversion operator (corresponding to the inversion transformation I) and let

J Ψ(x) = jΨ(x) (5.87)

be the corresponding eigenvalue equation.
Since JΨ(x) = Ψ(−x) = jΨ(x) and J2Ψ(x) = Ψ(x), the eigenvalues of J are j = ±1,
corresponding to even and odd eigenfunctions.

Invariance of the Hamiltonian

In Quantum Mechanics, one is interested in the symmetry transformations that leave invariant the
Hamiltonian operator of a given system. As a simple example, let us consider the familiar form of
the Hamiltonian in the single-particle approximation

H = − h̄2

2m
∇2 + V (~r) . (5.88)

One can check that the kinetic energy operator

− h̄2

2m

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
(5.89)
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is invariant with respect to the symmetry operations of the rotation-inversion group O(3) and with
respect to translations.
The symmetry of H is thus governed by the symmetry of the potential energy V (~r).
Example 1: If the potential energy V of a system only depends on the scalar distance r from a

central point, then every rotation or inversion of the system leaves the potential unchanged.
It can be instructive to apply the known point symmetry transformations to the Coulomb
potential

V (r) =
1

4πε0

q

r
=

1

4πε0

q√
x2 + y2 + z2

(5.90)

Example 2: The periodic potential of an electron in a crystal V (~r) = V (~r + ~T ) is invariant with
respect to crystal translations ~T .

Commutation of the Hamiltonian with the symmetry operators

If the Hamiltonian operator is invariant with respect to the symmetry transformations of a group
G, then for every g ∈ G one has

P−1
g HPg = H ⇒ PgH = H Pg , (5.91)

say the two operators Pg and H commute: [Pg, H] = 0.
According to a general theorem on commuting operators, if Ψ is an eigenfunction of H with
eigenvalue E, then PgΨ is eigenfunction of H too, with the same eigenvalue E.
Let us consider the stationary Schrödinger equation

H Ψm = Em Ψm (5.92)

and apply the symmetry operator Pg to both the Hamiltonian operator H and to the eigenfunction
Ψm:

PgH P−1
g (Pg Ψm) = Em (Pg Ψm) ; (5.93)

taking into account (5.91), one finds

H (Pg Ψm) = Em (Pg Ψm) . (5.94)

In conclusion the energy eigenvalues Em are invariant with respect to the symmetry transforma-
tions.

5.6.2 Group representations and degeneracy of energy eigenvalues
Eigenfunctions of the Schrödinger equation

It is of interest to study how the symmetry operators Pg (g = g1, . . . , gn) can modify the eigen-
functions Ψm belonging to a given eigenvalue Em. We distinguish the two cases of non-degenerate
levels and of degenerate levels.

1. If the eigenvalue Em is non degenerate, there is only one eigenfunction Ψm, defined to within
a phase factor.
A symmetry operator Pg can only modify the phase factor of the eigenfunction; there is no
possibility of mixing different eigenfunctions by any symmetry transformation.
The eigenfunction Ψm of a non-degenerate level is a basis of a one-dimensional irreducible
representation of the symmetry group.

2. It the eigenvalue Em is degenerate, its eigenfunctions belong to a subspace of dimensionality
`m of the Hilbert space of the system, where one can choose an `m-dimensional basis of
orthonormal functions Φm,i (i = 1 . . . `m).
A symmetry operator Pg transforms an eigenfunction into another eigenfunction belonging to
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the degeneracy subspace: the different possible eigenfunctions are mixed up by the symmetry
transformations.
Every set of ` orthonormal eigenfunctions forming a basis for the eigenfunctions sub-space
represents also a basis of an irreducible representation of the symmetry group. The multiplic-
ity of the degenerate level corresponds to the dimensionality of the irreducible representation.
Note that the number n of symmetry operations g (order of the group) can be (and generally
is) larger than the degeneracy `m of the eigenvalue.

There is thus a connection between the degeneracy of an energy level and the dimensionality of
the irreducible representations of the symmetry group of a quantum systems. To each energy level
of a quantum system it corresponds an I.R. of its symmetry group.
A system has degenerate energy levels if its symmetry group possesses irreducible representations
of dimensionality higher than one (with some exception already encountered when treating cyclic
groups, which will be discussed below). The degree of degeneracy of a degenerate level must be
equal to the dimensionality of one of the irreducible representations of the group.
For non linear molecules, the dimensionality of irreducible representations generally doesn’t exceed
three; as a consequence, the maximum degree of expected degeneracy of energy levels is generally
three.

5.6.3 Hamiltonian group and symmetry breaking.
Up to now, we have considered only spatial symmetry transformations (proper and improper
rotations, translations).
The Hamiltonian function can be invariant also with respect to symmetry transformations of
different kind, such as time reversal, charge conjugation, permutation of particles and so on. The
group of all transformations with respect to which the Hamiltonian is invariant is named the
symmetry group of the Hamiltonian.
We present here two particularly interesting examples where the symmetries of the Hamiltonian
are not amenable solely to the point and translation symmetries up to now considered: the time
reversal symmetry and the “umbrella inversion” of the ammonia molecule. We consider then the
distinction between essential and accidental degeneracy.

Time reversal symmetry

A peculiar case was encountered when considering the cyclic Abelian point groups C3 in Section 5.4.
In the set of basis functions, the pairs of complex conjugate functions eimφ, e−imφ were considered
as bases of two different one-dimensional irreducible representations.
The situation is more complicate if the two functions eimφ, e−imφ are obtained as eigen-functions
of a Schrödinger equation; since they are complex conjugate, they correspond to the same doubly
degenerate eigenvalue Em.
We have already observed that the complex conjugation of the eigenfunctions of the Schrödinger
equation is connected with the time reversal symmetry. Time inversion implies that ~r(−t) = ~r(t)
and ~p(−t) = −~p(t). Let us consider a time-independent Hamiltonian; the kinetic term depends on
p2, say it is invariant with respect to the inversion ~p→ −~p, the potential term only depends on ~r
and is again independent of time reversal.
The time-dependent Schrödinger equation is

ih̄
∂

∂t
Ψ(~r, t) = H Ψ(~r, t) . (5.95)

If we change t into −t and take the complex conjugate of both sides, we obtain

ih̄
∂

∂t
Ψ∗(~r,−t) = H Ψ∗(~r,−t) . (5.96)

The two complex conjugate eigenfunctions

Ψ(~r, t) = ψ(~r) e−iEt/h̄ , Ψ∗(~r, t) = ψ∗(~r) e+iEt/h̄ . (5.97)
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share the same energy eigenvalue.
Actually, the time reversal symmetry transformations is not included in the point symmetry trans-
formations of the C3 group considered in Section 5.4. If the time-reversal transformation is added
to the symmetry transformations of the C3 group, the two functions (eimφ, e−imφ) are recipro-
cally transformed one into the other by time reversal and become the basis of a two-dimensional
irreducible representation.
That’s one of the reasons why the two one-dimensional irreducible representations of the group
C3 are labeled as a doubly degenerate two-dimensional representation in its table of characters,
Table 5.2. A similar situation is encountered for the group C6 (Table 5.4) and in general for the
groups CN .
Eliminating the time-reversal symmetry corresponds to breaking a higher symmetry and eliminat-
ing the degeneracy of energy levels.
Another important example of time reversal symmetry concerns the systems with translational
symmetry. In Section 5.4 we have found that the translations group of a linear chain under
periodic boundary conditions has only one-dimensional irreducible representations, whose more
general basis functions are Bloch functions (5.64)

ψ(x) = eikmx
∑

n
Ane

inbx ,

The Bloch functions (5.64) corresponding to pairs of opposite values (km,−km) in the first Brillouin
Zone share the same eigenvalue of the Hamiltonian. They correspond to waves traveling in opposite
directions.
Note: While all symmetry operators up to now encountered are linear, the time reversal operator

K is anti-linear. Actually, since K~p = −~p but K~r = ~r, time reversal changes the sign of the
canonical commutation relation [~r, ~p]. Otherwise stated, Ki = −iK, which is a property of
anti-linear operators: Kc = c∗K.

“Umbrella inversion” of the ammonia molecule

Let us now consider the ammonia molecule NH3 (Figs. 4.2 and 5.1). The Hamiltonian of the
ammonia molecule is invariant not only with respect to the six point symmetry transformations of
the C3v group, previously considered (Section 4.3), but also with respect to the inversion transfor-
mation where the nitrogen atom is displaced to the symmetric site with respect to the basal plane
of the molecule (Fig. 5.6).

N N

H

H
H

H

HH

Figure 5.6: Ammonia molecule NH3. The nitrogen atom can assume two different positions with
respect to the basal plane of hydrogen atoms.

The two positions of the nitrogen atom correspond to the same energy and are equivalent. Actu-
ally, the nitrogen atom oscillates between the two positions, tunnelling the potential barrier, with
a frequency of about 3× 1010 Hz.
Considering the molecule with a well defined configuration, as was done in Section 4.3, say ne-
glecting the tunnelling of the nitrogen atom with respect to the basal plane, means breaking the
symmetry of the Hamiltonian with respect to the two equivalent positions of the nitrogen atom.
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For NH3 the symmetry breaking is effective only for obsrvation times shorter than about 1010 s.
For comparison, let us consider two iso-structural molecules, such as PH3 and PF3, of larger masses.
The inversion frequency decreases when the mass increases. For PF3 the frequency is so low that
it cannot be experimentally measured; symmetry breaking is always present.

Accidental degeneracy

In connection with the symmetry properties of a system, one can distinguish two types of degen-
eracy of the quantum energy levels:

1. Essential degeneracy, which arises from some kind of symmetry of the system, with respect
to which the Hamiltonian is invariant.

2. Accidental degeneracy, which arises from special features of the system or from the particular
analytic form of the potential energy (e.g. ∝ 1/r or ∝ r2).

Let’s consider some examples.
Example 1: The hydrogen atom.

The electron is subject to a pure Coulomb potential ∝ 1/r. The energy levels only depend on
the principal quantum number n. For a given n, all states corresponding to different values of
the azimuthal quantum number ` and to different values of the magnetic quantum number m
have the same energy.
The degeneracy with respect to m is essential, since it is connected to the absence of preferred
spatial direction.
The degeneracy with respect to ` is generally classified as accidental, since it depends on the
peculiar form of the Coulomb potential ∝ 1/r.

Example 2: The isotropic three-dimensional harmonic oscillator.
The space of the states of the three-dimensional harmonic oscillator is the tensor product of the
three states associated with one-dimensional harmonic oscillators. The stationary Schrödinger
equation is

− h̄2

2m

(
∂2ψ

∂x2
+
∂2ψ

∂y2
+
∂2ψ

∂z2

)
+

1

2
mω2 (x2 + y2 + z2)ψ = Eψ (5.98)

and the energy eigenvalues are

En = (n+ 3/2) h̄ω , where n = nx + ny + nz . (5.99)

The eigenvalue En is degenerate, the degree of accidental degeneracy being (n+ 1)(n+ 2)/2.

5.7 Molecular Orbitals and degeneracy removal
In this and in the following sections we analyse some situations where the theory of symmetry
groups and of their irreducible representations is of help in simplifying the calculations of the
structural and electronic properties of molecules and crystals.
As a first example, in this Section 5.7 we show how the group theory can be of help in determining
some ground-state properties of the methane molecule CH4 and in evaluating the effects of external
perturbations.

5.7.1 Molecular Orbitals of the methane molecule
The electronic structure of molecules can be described in terms of Molecular Orbitals (MO), say
electron wave-functions extending over the entire molecule (see Section 6.5 for details). In principle,
the MOs can be obtained by solving the Schrödinger equation, and are thus eigenfunctions of the
Hamiltonian, which can correspond to degenerate or non-degenerate eigenvalues. According to the
considerations of previous sections, MOs are basis functions for irreducible representations of the
symmetry group of the molecule.
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An approximate procedure for calculating MOs is the linear combination of atomic orbitals (LCAO);
the LCAO must in any case be consistent with the symmetry properties of the molecule.
The symmetry transformations of the methane molecule belong to the Td group (the symmetry
group of a tetrahedron, see Section 4.5); we will first study the character table of the Td group,
then we will show how symmetry considerations can give information on the MOs.

! 

C
3

! 

C
2

= S
4

! 

"

Figure 5.7: The symmetry elements of the Td group (symmetry group of a tetrahedron): 4C3 axes,
3C2(= S4) axes and 6σ reflection planes.

Properties of the Td group

The symmetry elements of the Td group are better identified by inscribing the tetrahedron in a
cube (Fig. 5.7); they are:

4 C3 axes through the main diagonals of the cube
3 C2 axes, corresponding to S4 axes, perpendicular to the cube faces
6 reflection planes σ containing the face diagonals of the cube

One can verify that the n = 24 symmetry operations (group elements) are grouped into five classes:

1) 1 identity e
2) 4 rotations C1

3 and 4 rotations C2
3 around the C3 axes

3) 3 rotations C2 around the C2 axes
4) 6 reflections σ
5) 3 roto-reflections S1

4 and 3 roto-reflections S3
4 around the C2 axes

The number of irreducible representations is five, equal to the number of classes (Section 5.3). The
sum rule (5.25), ∑

α
`2α = n ,

can be satisfied only if there are two one-dimensional, one two-dimensional and two three-dimensional
irreducible representations. This means that the maximum possible degeneracy of an energy level,
for a system belonging to the discrete group Td, is three.
The characters of the five irreducible representations of the Td group are shown in Table 5.5.

LCAO and Molecular orbitals

The electronic configurations of the five atoms of the CH4 molecule are

H : 1s1 C : 1s2 2s2 2p2

so that only s and p atomic orbitals can participate to the chemical bond.
It is our goal now to see how the LCAO of the 1s atomic orbitals of H and the 2s and 2p atomic
orbitals of C can give rise to MOs consistent with the symmetry properties of the molecule.
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Table 5.5: Character table of the symmetry group Td. The irreducible representations are: two
one-dimensional A, one two-dimensional E and two three-dimensional T . The last column of each
row lists the atomic orbitals that are bases of the corresponding irreducible representation.

Td e 8C3 3C2 6σ 6S4 orbitals
A1 1 1 1 1 1 x2 + y2 + z2 s
A2 1 1 1 -1 -1
E 2 -1 2 0 0 (2z2 − x2 − y2, x2 − y2) (dz2 , dx2−y2)
T1 3 0 -1 -1 1 (Rx, Ry, Rz)
T2 3 0 -1 1 -1 (x, y, z); (xy, xz, yz) (px, py, pz)(dxy, dxz, dyz)

x" y"

z"

Figure 5.8: Methane molecule. Top row, from left to right: 2s, 2px, 2py, 2pz atomic orbitals of
carbon. Bottom row: linear combinations (5.101)-(5.104) of 1s atomic orbitals of hydrogen; from
left to right Ψ(A1),Ψ(T2)1,Ψ(T2)2,Ψ(T2)3.

A) The 2s orbital of C, which contains two electrons, is a basis of the A1 irreducible represen-
tation: it is unaffected by any symmetry operation of the Td group (Fig. 5.8, top left).

B) The px, py, pz orbitals of C (Fig. 5.8, top right), which contain a total of two electrons, form
a basis of the T2 irreducible representation (see the last column of Table 5.5). The symmetry
operations of the Td group transform the p orbitals into linear combinations of p orbitals.

C) More attention deserve the four 1s orbitals of H.
By taking the four 1s orbitals of H as basis functions (see the example of the NH3 moleule in
Section 5.5), one obtains a 4×4 representation of the Td group, whose characters can easily be
calculated by counting the number of orbitals that are invariant for each one of the symmetry
operations:

χ(e) = 4 , χ(C3) = 1 , χ(C2) = 0 , χ(σ) = 2 , χ(S4) = 0 (5.100)

This 4×4 representation is clearly reducible. Making use of the reduction formula (5.36)

n(α) =
1

n

∑
g

{
χ(g)

[
χ(α)(g)

]∗}
,

and considering the characters of all the possible irreducible representations listed in Table
5.5, one can see that the 4×4 representation can be decomposed into the irreducible repre-
sentations A1 and T2. Convenient basis functions for the A1 and T2 representations can be
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obtained by the following linear combinations of the four H 1s orbitals ψi (Fig. 5.8, bottom
row):

Ψ(A1) ∝ ψ1 + ψ2 + ψ3 + ψ4 (5.101)
Ψ(T2)1 ∝ ψ1 − ψ2 + ψ3 − ψ4 (5.102)
Ψ(T2)2 ∝ ψ1 − ψ2 − ψ3 + ψ4 (5.103)
Ψ(T2)3 ∝ ψ1 + ψ2 − ψ3 − ψ4 (5.104)

The atomic orbitals of the C and H atoms give thus rise to bases of the A1 and T2 irreducible
representations of the Td group.
As a consequence, the MOs of the methane molecule, obtained by LCAO of the atomic orbitals of
the C and H atoms, must be basis functions of the same two irreducible representations A1 and
T2:

a) one bonding MO a1, basis of the A1 irreducible representation, formed by the LCAO of the
orbitals 2s of C and Ψ(A1) from the four 1s orbitals of H atoms;

b) three bonding MOs t2, bases of the T2 irreducible representation, formed by the LCAO of
the orbitals 2p of C and Ψ(T2) from the four 1s orbitals of H atoms.

The two MOs correspond to two different bonding energy levels: the lowest one (a1) is non-
degenerate and can accommodate two electrons, the highest one (t2) is three-fold degenerate and
can accommodate six electrons. Note that the group theory gives information on the number and
degeneracy of the energy levels, not on their energy values.
Note: A different approach to the electronic structure of molecules, the method of valence orbitals

based on the concept of hybridisation, will be considered in § 6.5.

5.7.2 Effect of external perturbations on degenerate levels
It is well known that the degeneracy of an energy level can be reduced or removed by a suitable
external perturbation. The theory of irreducible representations allows one to solve the following
problem: can a given external perturbation reduce or remove the degeneracy, by partially or totally
splitting the unperturbed degenerate energy level?

Unperturbed Hamiltonian

Let us consider a system whose symmetry operations form the group G.
The unperturbed Hamiltonian H0, say the Hamiltonian of the systems in the absence of any
external perturbation, is invariant with respect to all symmetry operations of the group G.
Let us suppose that the unperturbed Hamiltonian has at least one degenerate energy level Em,
with degeneracy `m. The basis functions of the subspace belonging to the degenerate level Em
are a basis of an irreducible representation of dimensionality `m of the symmetry group G of the
system.

Perturbation effects

Let us now introduce an external perturbation, described by a potential energy V . The total
Hamiltonian of the perturbed system is H = H0 + V .
The perturbation V can induce a splitting of the degenerate level Em if the symmetry of V is
lower than the symmetry of H0, say if the symmetry operations that leave V unchanged represent
a proper subgroup S of the group G. The total Hamiltonian H has then the symmetry of V , lower
than the symmetry of H0.
In such a case, the elements of the subgroup S are still represented, in the basis of the eigenfunctions
of Em, by `m × `m matrices. It can happen, however, that these matrices are blocked, so that
the `m × `m representation of the subgroup S is reducible. Its reduction gives rise to irreducible
representations of smaller dimensionalities, say to the splitting of the original degenerate energy
level Em into levels of lower degeneracy.
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The determination of the new representations can be accomplished by comparing the tables of
characters of the groups G and S (see the following example).

Example: lower-symmetry perturbation to the Td group

Let us again consider the methane molecule CH4. The previous study has led us to find the two
molecular orbitals a1 and t2.
Let us here focus our attention on the three-fold degenerate level t2, whose wavefunctions are the
basis of the three-dimensional irreducible representation T2 (last row in Table 5.5).

Let us submit the system to an external perturbation (for example an electric or magnetic field) of
C3v symmetry. One can verify that C3v is a subgroup of Td, since all its six symmetry operations
(e, 2C3, 3σ) belong also to Td. The symmetry of the system is lowered from Td to C3v.
The three wavefunctions of the three-fold degenerate level t2 of the unperturbed system are a basis
also of a 3×3 representation of the C3v group. The characters of the three classes are the same as
for the Td group (see Table 5.6).

Table 5.6: Characters of the 3×3 irreducible representation T2 of the symmetry group Td (from
last line of Table 5.5) and characters of the 3×3 reducible representation of the group C3v in the
same basis set.

Td | e 8C3 3C2 6σ 6S4

T2 | 3 0 -1 1 -1

C3v | e 2C3 3σ
| 3 0 1

It is immediate to verify that the 3×3 representation of the C3v group based on the eigenfunctions
of the t2 level is reducible, since

∑
|χ|2 = 12 6= g = 6.

By means of the reduction formula (5.36), one can see that the 3×3 reducible representation can be
decomposed into a one-dimensional irreducible representation A1 and a two-dimensional irreducible
representation E. Otherwise stated, the three-fold degenerate level t2 is split into a non-degenerate
level and a two-fold degenerate level.

Note again that the group theory cannot give information on the energy values of the new energy
levels.

5.8 Crystal field splitting

Another interesting application of group theory is the splitting of the d energy levels of transition
metal atoms in complexes where the metal atom is coordinated to four or six other atoms (typically
oxygens) in tetrahedral or octahedral coordination.
In this case, the starting system is an atom, and we have thus the opportunity of exploring some
aspects of the quite complex treatment of spherical symmetry.

5.8.1 The group SO(3) of proper rotations

Let us first consider a free atom with perfect spherical symmetry and focus, for the moment, only
on the proper rotations. The group of all proper rotations in the three-dimensional space is SO(3)
(Section 4.5). The group in infinite: there are

a) infinite rotation axes
b) infinite values of rotation angles α around each axis.
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All rotations by the same angle α around all possible axes belong to the same class, because any
two rotation axes are connected by the rotation around a third axis (conjugation relation). The
number of classes is thus infinite, since infinite are the values of α; as a consequence, infinite is the
number of irreducible representations.
The most convenient basis functions are the spherical harmonics, say the eigenfunctions of the
angular momentum

YML (θ, φ) ∝ PML (θ) eiMφ , (5.105)

where PM` (θ) are Legendre polynomials. The spherical coordinates refer to a well defined orienta-
tion of the cartesian xyz axes: φ is the angle of rotation around the z axis.
Each value of the azimuthal quantum number L corresponds to a different value of total orbital
angular momentum, say to a different energy level (with the exception of the hydrogen atom, where
the energy of levels only depends on the principal quantum number n). To each value of L there
correspond 2L + 1 values of the magnetic quantum number M . The energy eigenvalue is thus
(2L+ 1)-fold degenerate.

For each value of L, the corresponding spherical harmonics YML (θ, φ) are the basis of a (2L + 1)-
dimensional irreducible representations of the infinite SO(3) group. Since the values of L are
unlimited, there are infinite possible irreducible representations of increasing dimensionality.
The representation in the basis of (2L+ 1) spherical harmonics corresponding to a given value of
L is reducible, since the rotations mix up the spherical harmonics.
A particular case is the one of rotations around the z axis. Let us consider the effect of a rotation
by an angle α around the z axis. One can show that

Pα Y
M
L (θ, φ) = YML (θ, φ− α) = e−iMα YML (θ, φ) . (5.106)

Each rotation by an angle α is represented by a (2L+ 2)× (2L+ 1) diagonal matrix

D(L)(α) =


e−iLα 0 . . . 0

0 e−i(L−1)α . . . 0
. . . . . . . . . . . .
0 0 . . . e−iLα

 (5.107)

There are infinite such matrices for a given representation L, each one corresponding to a different
α value.
The character of the class of an α rotations, say the trace of D(L)(α), is

χ(L)(α) = e−iLα
2L∑
k=0

(eiα)k = e−iLα
ei(2L+1)α − 1

eiα − 1

=
ei(L+1/2)α − e−i(L+1/2)α

eiα/2 − e−iα/2
=

sin[(L+ 1/2)α]

sin(α/2)
. (5.108)

Since all rotations by the same angle α around different axes belong to the same class, the character
evaluated from the diagonal matrix of the rotation around the z axis is the same for α rotations
around every other axis.
Example 1: Titanium atom.

The electronic configuration is [Ar] 3d2 4s2. The ground state term is 3F2, which corresponds
to L = 3 and S = 1. Since L = 3, the d level is 2L+ 1 = 7-fold degenerate and the I.R. based
on the spherical harmonics is 7-dimensional. The characters of rotations are

χ(L=3)(α) =
sin(7α/2)

sin(α/2)
. (5.109)

Example 2: Iron atom.
The electronic configuration is [Ar] 3d6 4s2. The ground state term is 5D4, which corresponds
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to L = 2 and S = 2. Since L = 2, the d level is 2L+ 1 = 5-fold degenerate and the I.R. based
on the spherical harmonics is 5-dimensional. The characters of rotations are

χ(L=3)(α) =
sin(5α/2)

sin(α/2)
. (5.110)

(?) Plot the function χ(L)(α) in the interval 0 < α ≤ 2π for different values of L.

5.8.2 Symmetry breaking by external perturbation

External field of octahedral symmetry

When the atom is inserted in an external field of octahedral symmetry, the spherical symmetry is
broken. The group SO(3) of the proper rotations of the sphere is substituted by the group O of
the proper rotations of the cube (or of the octahedron, see Section 4.5).
The group O is of order n = 24. The character table is shown in Table 5.7. There are five classes
and five I.R. The classes 3C2 and 6C4 contain rotations around the same axes C4.
At the bottom of the table, a line is added with the values of the rotation angle α for the five
classes and the last two lines contain the characters of the five classes in the representations of the
spherical harmonics for L = 2 (Iron) and L = 3 (Titanium).
These two representations are clearly reducible, as one can check by means of the sum rules for
characters.

Table 5.7: Character table of the symmetry group O. The I.R. are: two one-dimensional A, one
two-dimensional E and two three-dimensional T . The last column lists the atomic orbitals that
are bases of the corresponding I.R.

O e 8C3 3C2 6C2 6C4 orbitals
A1 1 1 1 1 1
A2 1 1 1 -1 -1
E 2 -1 2 0 0 (dz2 , dx2−y2)
T1 3 0 -1 -1 1 (x, y, z), (Rx, Ry, Rz)
T2 3 0 -1 1 -1 (xy, xz, yz) (px, py, pz)(dxy, dxz, dyz)
α 0 2π/3 π π π/2

ΓL=2 5 -1 1 1 -1
ΓL=3 7 1 -1 -1 -1

The two representations ΓL=2 and ΓL=3 can be decomposed into I.R. by comparing their characters
with the characters if the I.R. of the group O by means of the sum rule

nα =
1

24

24∑
g=1

χ(Γ) [χα(g)]
∗
, (5.111)

where α labels the I.R. of the group O.
The decomposition is given by the I.R. for which the sum is not zero. One finds:

ΓL=2 = E + T2 , ΓL=3 = A2 + T1 + T2 . (5.112)

The 5-fold degenerate d level of Fe is split into a 2-fold degenerate level eg (orbitals dz2 and dx2−y2

and a 3-fold degenerate level tg (orbitals dxy, dxz, dyz).
The 7-fold degenerate d level of Ti is split into a non degenerate level and two different 3-fold
degenerate levels.
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Breaking the octahedral symmetry

Let us now consider what happens to the Iron atom (L = 2) if the octahedron is deformed by an
elongation along one of the C3 axes. The O group is reduced to the lower symmetry D3 group,
whose order is n = 6.
As one can see from Table 5.8, only a limited number of the rotations of the O group are present
in the D3 group.
The two-dimensional representation E is an I.R. for the D3 group too.
The three-dimensional representation T2 is not an I.R. for D3. One can verify that it can be
decomposed as T2 = E +A1.
The initial 5-fold degenerate d level of the free atom is thus split into two 2-fold degenerate e
levels, whose eigenfunctions are basis of E representations, and a non-degenerate a1 level, whose
eigenfunction is basis of the A1 representation.

Table 5.8: Top: I.R. of the group O based on the eigenfunctions of the L = 2 angular momentum.
Bottom: I.R. of the D3 group.

O e 8C3 3C2 6C2 6C4

E 2 -1 2 0 0
T2 3 0 -1 1 -1

D3 e 2C3 = 3C2 =
A1 1 1 1
A2 1 1 -1
E 2 -1 0

The effect of inversion symmetry

Up to now, we have considered only proper rotations groups, SO(3), O and D3. For a free atom
or an atom in octahedral symmetry the improper rotations should be considered too.
The full symmetry groups O(3) and Oh can be obtained by the direct product of the proper
symmetry groups with the inversion group Ci = {e, i}:

S(3) = SO(3)⊗ C1 , Oh = O ⊗ Ci . (5.113)

Table 5.9: Character table of the Ci group. The two I.R. are labeled as g (gerade, German for even)
and u (ungerade, German for odd), according to the parity of the basis functions; alternatively,
they can be labeled + and −.

Ci e i
g 1 1 even function
u 1 -1 odd function

The group Ci has two elements, two classes and two one-dimensional I.R. The characters are shown
in Table 5.9. Moreover, the two elements of the group Ci commute with all the proper rotations
of the SO(3) and O groups.

One can demonstrate the following general properties of the direct product of two groups:

a) the direct product of two I.R. of the component groups forms an I.R. of the direct product
group;
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b) all the I.R. of the direct product group are direct products of the I.R. of the component
groups, so that the number of I.R. of the direct product group is equal to the product of the
number of I.R. of the component groups;

c) the number of classes of the direct product group is equal to the product of the number of
classes of the component groups;

d) the characters of the I.R. of the product group are equal to the product of the characters of
the component groups.

Table 5.10: Character tables of the O and Ci groups, whose direct product is the Oh group.

O e 8C3 3C2 6C2 6C4

A1 1 1 1 1 1
A2 1 1 1 -1 -1
E 2 -1 2 0 0
T1 3 0 -1 -1 1
T2 3 0 -1 1 -1

⊗
Ci e i
g 1 1
u 1 -1

Let us consider the direct product of the discrete groups Oh = O ⊗ Ci (Table 5.10).
The group Oh has:

24× 2 = 48 elements
5× 2 = 10 classes
5× 2 = 10 irreducible representations.

The basis functions of the I.R. of the Oh group are obtained as products of the basis functions of
the O group by the even and odd basis functions of the Ci group.
The characters are the products of characters:

χOh(g) = χO(g) χCi(g) . (5.114)

The 5 × 5 character table of the O group becomes a 10 × 10 character table of the Oh group. A
schematic representation is given in Table 5.11.

Table 5.11: Character table of the Oh group. The last line lists the characters of the ten classes in
the representation of the spherical harmonics for L = 2 and χ(i) = 1.

Oh e 8C3 3C2 6C2 6C4 i 8S6 3σh 6σv 6S4

A1g 1 1 1 1 1 1 1 1 1 1
A2g 1 1 1 -1 -1 1 1 1 -1 -1
Eg 2 -1 2 0 0 2 -1 2 0 0
T1g 3 0 -1 -1 1 3 0 -1 -1 1
T2g 3 0 -1 1 -1 3 0 -1 1 -1
A1u 1 1 1 1 1 - 1 - 1 - 1 - 1 - 1
A2u 1 1 1 -1 -1 - 1 - 1 - 1 1 1
Eu 2 -1 2 0 0 -2 1 -2 0 0
T1u 3 0 -1 -1 1 -3 0 1 1 -1
T2u 3 0 -1 1 -1 -3 0 1 -1 1

ΓL=2 5 -1 1 1 -1 5 -1 1 1 -1

The left half and the right half parts of the table correspond to the eg and ig transformations,
where g is the generic transformation of the group O.
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The upper half and the lower half of the table correspond to basis functions that are equal to the
product of the O basis functions by even (g) or odd (u) basis functions of Ci, respectively.
The upper left quadrant corresponds to the character table of the O group. The same characters
χ appear in the two upper quadrants and in the left lower quadrant of the table, while opposite
characters −χ appear in the lower right quadrant.

Let us come back to the problem of the free atom and the effect of its insertion in a octahedral
field, considering now the effect of inversion symmetry too.
The parity of a one-electron wavefunction is (−1)`, where ` is the one-electron azimuthal quantum
number. For a many-electron atom, the parity is

∏
k(−1)`k = χ(i), where k is the number of

electrons.
The character of a symmetry transformation of a free atom (proper or improper rotation) is thus

χ(L)(α) · χ(i) = χ(L)(α) ·
∏
k

(−1)`k . (5.115)

For the 3d electrons of Fe, ` = 2, so that χ(i) = 1 (even functions). The corresponding characters
for the symmetry transformations of the Oh group are listed in the last line of Table 5.11. As one
can see, the decomposition of the reducible representation ΓL=2 in terms of the I.R. of the group
Oh leads to the same splitting of the 3d level as the decomposition in terms of the I.R. of the O
group of proper rotations previously considered.
In general: g terms split into g terms, u terms split into u terms.

5.9 Evaluation of integrals

An important application of the theory if irreducible group representations concerns the possibility
of evaluating, from symmetry considerations, whether the integral of a function or of a product of
functions can be different from zero or is necessarily zero.

5.9.1 Invariance of integrals

Let us consider a generic function Ψ(q) defined in the configuration space. By q we mean here the set
of all generalised coordinates necessary to define the configuration of a system: q = {q1, q2, . . .}. In
most cases, the functions Ψ(q) we are interested in are eigenfunctions of the Schrödinger equation.
We are interested in determining whether the integral

I =

∫
Ψ(q) dq , (5.116)

extended over the entire configuration space, is necessarily zero or can be different from zero.
In a sense, we want to generalise the rule that the integrals of one-dimensional odd functions are
zero.

Starting point is the fact that the integral I of any function extended over all the configuration
space must be invariant with respect to all symmetry transformations of the system.

Let us focus the attention of the basis functions of irreducible representations; for concreteness, let
Ψα
ν (q) be one of the basis functions of the I.R. α.

The invariance of the integral of Ψα
ν (q) with respect to a symmetry transformation g means that:

∫
Ψ(α)
ν (q) dq =

∫
Pg Ψ(α)

ν (q) dq =

∫
dq
∑̀
i=1

D
(α)
iν (g) Ψ

(α)
i (q) (5.117)

where in the rightmost member the matrix elements of Pg have been explicitly expressed according
to (5.70).
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Let us now sum the first and last members of (5.117) over all the n elements g of the symmetry
group; the leftmost member is simply multiplied by n, the rightmost member can be readjusted so
that

n

∫
Ψ(α)
ν (q) dq =

∑̀
i=1

∫
dqΨ

(α)
i (q)

n∑
g=1

D
(α)
iν (g) . (5.118)

It is convenient now to recall the general orthogonality theorem (5.23)

n∑
g=1

[
D

(α)
iν (g)

] [
D

(β)
jµ (g)

]∗
=

n

`α
δαβ δij δνµ . (5.119)

If β 6= α, the sum in (5.119) is zero. In particular, if one chooses β = A1 (identical representation),
its representation matrices are one-dimensional and for all group elements D(β)(Pg) = 1, so that
(5.119) collapses to

n∑
g=1

D
(α)
iν (g) = 0 . (5.120)

Since we assumed α 6= β = A1, this result means that for α 6= A1 the integral (5.118) is zero.
To summarise:

1. If Ψ
(α)
ν (q) in (5.117) belongs to the basis of an irreducible representation different from A1,

say if Ψ
(α)
ν (q) is not invariant with respect to all symmetry transformations of the group,

then the integral is zero, as a consequence of (5.118) and (5.120):

I =

∫
Ψ(α)
ν (q) dq = 0 (α 6= A1) (5.121)

Example: The S2 = 2Sa−Sb−Sc and S3 = Sb−Sc functions (5.77) for the ammonia molecule
are a basis of the I.R. E of the C3v group, but not of the I.R. A1. Their integral is zero
(see also the schematic picture of the S2 and S3 function in Fig. 5.5).

2. Only if Ψ
(α)
ν (q) = Ψ(α)(q) is a basis function of the identical I.R. A1, say if Ψ(α)(q) = Ψ(A1)(q)

is invariant with respect to all symmetry transformations of the group, can the integral be
different from zero:

I =

∫
Ψ(A1)(q) dq can be 6= 0 . (5.122)

Example: The Sn function and the S1 = Sa+Sb+Sc function (5.77), introduced in Section 5.5
when treating the orbital-based representations of the C3v group (ammonia molecule)
are both basis functions of the I.R. A1 of C3v. Their integral is different from zero (see
also the schematic picture of the S1 function in Fig. 5.5).

Note: Be careful: the condition dictated by the symmetry properties is necessary but not
sufficient. The integral could be zero or negligible for reasons not connected to the
considered symmetry.

In the following, we consider two common applications of the invariance of integrals:

a) superposition integrals (interesting for example for chemical bonds),
b) matrix elements (interesting for selection rules in radiative transitions).
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5.9.2 Superposition integrals

Let us now consider the integral of the product of two functions Ψi(q) and Ψj(q):

J =

∫
Ψi(q) Ψj(q) dq . (5.123)

A typical example is the superposition integral of two atomic orbitals of a molecule.
We are interested in establishing the condition for the integral not to be zero. (Only atomic orbitals
with superposition integral different from zero can participate to chemical bonds).
According to the previous considerations, necessary condition for the integral not to be zero,

J =

∫
Ψi(q) Ψj(q) dq 6= 0 , (5.124)

is that the product of the two functions Ψi(q) Ψj(q) is a one-dimensional basis of the irreducible
representation A1 of the symmetry group of the system under consideration. Otherwise stated,
the product Ψi(q) Ψj(q) must be invariant with respect to all the transformations of the group.
Note: Again, the condition dictated by the symmetry properties is necessary but not sufficient. The

integral could be zero or negligible for reasons not connected to symmetry, e.g. the negligible
spatial superposition of the two functions.

Direct product of irreducible representations

To solve the problem, say to find the condition for the integral (5.124) not to be zero, it is convenient
to start from a more general issue: how can we infer the symmetry properties of the product
Ψi(q) Ψj(q) of any two functions from the symmetry properties of the single functions?
To that purpose, one introduces the concept of direct product of irreducible representations.
Let the two functions Ψ

(α)
i (q) and Ψ

(β)
j (q) belong to the basis sets of two I.R. α and β, respectively,

of the same symmetry group:

Ψ
(α)
i (q) ∈ basis set {Ψ(α)

1 , ...Ψ
(α)
`α
} of an I.R. α

Ψ
(β)
j (q) ∈ basis set {Ψ(β)

1 , ...Ψ
(β)
`β
} of an I.R. β

The two functions can be, for example, eigenfunctions of the energy levels Eα and Eβ with degen-
eracies `α and `β , respectively.

The set of `α × `β product functions Ψ
(α)
i (q) Ψ

(β)
j (q), (i = 1...`α, j = 1...`β) is the basis of a

new representation that is called the direct product representation (DP) of the two irreducible
representations α and β. In the DP representation, the n group elements are represented by n
matrices (`α`β)× (`α`β).
The direct product of two I.R. is generally a reducible representation. One can demonstrate
[Landau-Lifschiz, Quantum Mechanics, § 94] the following properties:

1. The character of any transformation in the direct product representation DP is the product
of the characters of the transformation in the two component irreducible representations α
and β:

χ(DP )(g) = χ(α)(g)χ(β)(g) . (5.125)

Actually, from

P (g) Ψ(α)
ν =

∑
i

D
(α)
iν (g)Ψ

(α)
i , P (g) Ψ(β)

µ =
∑
j

D
(β)
jµ (g)Ψ

(β)
j ,

one finds
P (g) [Ψ(α)

ν Ψ(β)
µ ] =

∑
ij

D
(α)
iν (g)D

(β)
jµ (g) Ψ

(α)
i Ψ

(β)
j ,
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whence

χDP (g) =
∑
ν,µ

D(α)
νν (g)D(β)

µµ (g) =
∑
ν

D(α)
νν (g)

∑
µ

D(β)
µµ (g) = χ(α)(g)χ(β)(g) .

2. As a consequence of (5.125) and of the sum rule (5.29), the direct product DP is by itself an
I.R. only if n = 1 or m = 1, say if at least one of the two I.R. α or β is one-dimensional. In
fact, ∑

g

|χDP (g)|2 =
∑
g

|χ(α)(g)|2|χ(β)(g)|2 = n (5.126)

only if |χ(α)(g)|2 = 1 or |χ(β)(g)|2 = 1 for all g.

Note: Don’t confuse the direct product of the irreducible representations, here introduced, with the
direct product of two different groups. In Section 5.8, the direct product of different groups
Oh = O ⊗ Ci and the corresponding I.R. were considered was considered.

Example: Let us consider the five I.R. representations of the Td group listed in Table 5.5 on page
110. Let us consider two possible DPs, one (DPa) product of E and T2, the other (DPb)
product of T2 by itself. The characters of the two direct products DPa and DPb are listed
in Table 5.12, left and right, respectively. One can verify that both product representations,
DPa and DPb, are reducible by comparing the sum of the squared characters with the order
of the group n = 24.

Table 5.12: Characters of the direct product (DP) of two I.R. of the Td group. Left: DP of E and
T2. Right: DP of T2 by itself.

Td e 8C3 3C2 6σ 6S4

E 2 -1 2 0 0
T2 3 0 -1 1 -1
DPa 6 0 -2 0 0

Td e 8C3 3C2 6σ 6S4

T2 3 0 -1 1 -1
T2 3 0 -1 1 -1
DPb 9 0 1 1 1

I.R. direct product and superposition integrals

Let us now come back to our initial problem: we know that necessary condition for the superposition
integral (5.124) to be non-zero is that the product of the two functions Ψi(q) Ψj(q) is a basis of
the identical I.R. A1.
This is possible only if the identical I.R. A1 is a component of the DP representation based on the
two functions Ψi(q) Ψj(q).

One can demonstrate the two following relevant properties:

1. The DP of two different irreducible representations (α 6= β) doesn’t contain the irreducible
representation A1. This statement can be easily deduced from (5.36):

n(A1) =
1

n

n∑
g=1

{
χDP (g)

[
χ(A1)(g)

]∗}
, (5.127)

substituting χ(DP )(g) = χ(α)(g)χ(β)(g) and χ(A1)(g) = 1 and applying the sum rule (5.29).
If α 6= β, the sum is zero, so that A1 is not a component of the DP; there is no possibil-
ity that the product Ψ

(α)
i (q) Ψ

(β)
j (q) is a basis of A1, and as a consequence the integral J = 0.
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2. The DP of an irreducible representation by itself (α = β) contains the irreducible represen-
tation A1. In fact, making again use of (5.36) and (5.125) and of χ(A1)(g) = 1 one finds:

n(A1) =
1

n

n∑
g=1

|χ(α)|2
[
χ(A1)(g)

]∗
=

1

n

n∑
g=1

|χ(α)|2 = 1 . (5.128)

If α = β, the product Ψ
(α)
i (q) Ψ

(α)
j (q) can be a basis of A1, and it is possible that the integral

J 6= 0.

Only in the second case (α = β) it is thus possible that

J =

∫
Ψ

(α)
i (q) Ψ

(α)
j (q) dq 6= 0 . (5.129)

Otherwise stated, necessary (but not sufficient) condition for the superposition integral to be
different from zero is that the two functions Ψi(q) and Ψj(q) belong to the basis of the same I.R.,
say have the same symmetry properties.
A simple procedure to check the above results is to consider the table of characters of the two
irreducible representations α and β and add a bottom row containing the characters of their direct
product (DP), obtained by (5.125). One then verifies whether the DP contains A1 or not by means
of (5.36).
Example 1: Let us consider again the two DPs formed by I.R. of the Td group and listed in

Table 5.12. It is easy to verify that the DPa doesn’t contain A1: the basis functions of E and
T2 have different symmetry properties, and the integral of their product is necessarily zero.
The DPb instead contains A1; the two factor functions belong to the same I.R. T2 and the
integral of their product can be different from zero.

Example 2: Let us again consider the ammonia molecule NH3.
Both functions Sn and S1 = Sa + Sb + Sc introduced in Section 5.5 are bases of the same
representation A1: the integral of their product can be different from zero.
The functions Sn and S2 = 2Sa − Sb − Sc (or Sn and S3 = Sb − Sc) belong instead to
two different I.R., A1 and E, respectively. The integral of their product is necessarily zero.
Consider the table of characters of the two irreducible representations A1 and E of the C3v

group, and add a bottom row containing the characters of their direct product (DP):

e 2C3 3σv

α = A1 1 1 1
β = E 2 −1 0

DP 2 −1 0

By (5.36) one easily verifies that the DP doesn’t contain the A1 unit representation: nA1 = 0.

5.10 Matrix elements and selection rules
Let O be an operator. We want to know whether one of its matrix elements

O
(αβ)
ij =

∫
Ψ

(α)∗
i O Ψ

(β)
j dq . (5.130)

is necessarily zero or can be non zero.
In (5.130), α and β label the energy levels, or equivalently the irreducible representations of the
symmetry group; i and j label the eigenfunctions of an energy level, or equivalently the basis
functions of the corresponding I.R.
The matrix element O(αβ)

ij , say the integral of the right member of (5.130), can be different from
zero only if the integrand is a basis of the identical I.R. A1. We have then to take into account the
symmetry properties not only of the two functions Ψ

(α)∗
i and Ψ

(β)
j , but also of the operator O, in

order to consider the direct product of their I.R.
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5.10.1 Scalar and vector operators
Scalar operators

A scalar operator, such as a potential energy, is invariant with respect to all symmetry transfor-
mations. It is thus a basis of the identical I.R. A1. The characters of the DP of the three I.R.
are equal products of the characters of the I.R. of the two functions. One is thus reduced to the
previous case of the integral of two functions.
The integral matrix element O(αβ)

mn can be non-zero only if α = β, say if the two functions belong
to the basis of the same I.R.

Vector operators: electric and magnetic dipole

In a number of problems we need to calculate integrals (5.130) where O is a vector operator.
A very important case is represented by the time-dependent perturbation theory applied to the
processes of emission and absorption of electromagnetic radiation by atoms. To first-order approxi-
mation, the time-dependent perturbation theory leads to the so-called Golden Rule: the probability
per unit time of transition from an initial stationary state |Ψi〉 to a final stationary state |Ψf 〉 of the
unperturbed Hamiltonian of the system, due to the presence of the time-dependent perturbation
Hint, is

wfi =
2π

h̄
ρ(Ef ) |〈Ψf |Hint|Ψi〉|2

=
2π

h̄
ρ(Ef )

∣∣∣∣∫ Ψf (q)Hint Ψi(q) dq

∣∣∣∣2 , (5.131)

where ρ(Ef ) is the density of final states; the second line of the equation is the expression of the
Golden Rule in the coordinate representation.
Let us now consider two simple examples of interaction of electromagnetic radiation with matter.
Example 1: Electric-dipole transitions

To first-order in the interaction, the interaction Hamiltonian for one electron is Hint =
(e/m)~p · ~A, where ~A is the vector potential of the electromagnetic field and ~p id the canonical
momentum of the electron.
If the radiation wavelength is much larger than the atomic size, the electric dipole approx-
imation holds, and the spatial variation of the vector potential can be neglected, so that
Hint ∝ e~p · ε̂ ∝ ω2e~r · ε̂, where ε̂ is the polarisation unit vector of the electromagnetic field.
The dipole operators e~r or e~p are polar vectors, whose components transform like the coordi-
nates (x, y, z). They change sign under inversion.

Example 2: Magnetic dipole transitions
In the dipole approximation, Hint ∝ ~µ · ~B, where ~µ = µB(2~S + ~L), and µB is the Bohr
magneton. The magnetic dipole operator ~µ is an axial vector: it transforms as a polar vector
under proper rotations but is invariant under inversion. The components of the axial vectors
are labelled as (Rx, Ry, Rz).

5.10.2 Transformation properties of vector operators
The three cartesian components of the electric or magnetic dipole operators (more generally of
polar or axial vectors) form the basis of a 3-dimensional representation of the symmetry group of
a given system.
Polar and axial vectors are characterised by the same behaviour with respect to proper rotations,
by a different behaviour with respect to improper rotations (inversion, mirror reflections).
Let us consider some general properties of the 3-dimensional representations in terms of a generic
rotation axis φ, and in particular let us focus on groups with inversion symmetry, where improper
rotations can be obtained as products of proper rotations and inversion. Our goal is to find the
character as a function of the angle φ. The character is invariant with respect to the orientation
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of the rotation axis; so it is convenient to choose a particularly simple configuration: one of the
rotation axes coinciding with the z axis.

1. Polar vectors (V ).
Polar vectors change sign under inversion. The representation matrices for a proper rotation
and for the product of a proper rotation with inversion are different, the characters of all
elements differing by the sign.

DV (φ) =

 cosφ − sinφ 0
sinφ cosφ 0

0 0 1

 DV (φ, i) =

 − cosφ sinφ 0
− sinφ − cosφ 0

0 0 −1

 (5.132)

The corresponding characters are

χV (φ) = 1 + 2 cosφ , χV (φ, i) = −1− 2 cosφ (5.133)

2. Axial vectors (A).
Axial vectors are invariant under inversion. The representation matrices for a proper rotation
and for the product of a proper rotation with inversion are equal.

DA(φ) = DA(φ, i) =

 cosφ − sinφ 0
sinφ cosφ 0

0 0 1

 (5.134)

The corresponding characters are

χA(φ) = χA(φ, i) = 1 + 2 cosφ . (5.135)

Note: The reducibility of the 3× 3 representations depends on the peculiar symmetry group to be
considered (see below).

We will now see how these general properties apply to different symmetry groups; we will distinguish
the groups without inversion symmetry (where both proper and improper rotation can be present)
and the groups with inversion symmetry (where the improper rotations are the product of proper
rotations and inversion).

Groups without inversion symmetry

For groups without inversion symmetry, the general expression for the characters of proper rotations
is the same for transformations of polar and axial vectors: χ(φ) = 1 + 2 cosφ.
For different groups, however, different are the number of symmetry axes and of the allowed
rotation angles; in addition, mirror reflections can be present; as a consequence, different are the
values of the characters and the dimensionality of the I.R. based on the components of polar and
axial vectors.
The transformation properties of the vector operators and the associated irreducible representations
can be obtained, for each group, by inspection of the character tables. Let us consider some
examples.

- C3v group (character table 5.1 on page 90).
The group has only one C3 axis with φ = 2π/3. Mirror reflections represent improper rota-
tions. The 3× 3 representation is reducible.
The z component of the polar vectors is a basis of the A1 representation, the z component
of the axial vectors is a basis of the A2 representation, the difference in characters only con-
cerning mirror reflections.
The (x, y) components of both polar and axial vectors are a basis of the two-dimensional E
representation (they are not affected by mirror reflections).
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- D3 group (character table 5.8, bottom, on page 115).
The group D3 is isomorphic to the group C3v, and thus shares the same transformation
properties of polar and axial vectors.

- Td group (character table 5.5 on page 110).
The group has four C3 axes with φ = 2π/3 and three C2 axes with φ = π. The 3×3 represen-
tation cannot be further reduced. Improper rotations are represented by mirror reflections
and roto-reflections.
The three components of polar vectors are a basis of the three-dimensional T2 representation,
the three components of axial vectors are a basis of the three-dimensional T1 representation.
Again, the characters of proper rotations are the same for polar and axial vectors, the char-
acters of improper rotations are opposite.

Groups with inversion symmetry

Let us consider again the group of full cubic symmetry Oh = O⊗Ci (character table 5.11 on page
116).
Polar vectors change sign under inversion; their components are a basis of the Tu three-dimensional
representation (lower half of the table). The characters of the improper rotations (lower right
quadrant of the table) are opposite to the characters of the proper rotations (lower left quadrant
of the table).
Axial vectors are invariant with respect to inversion; their components are a basis of the Tg three-
dimensional representation (upper half of the table). The characters of the improper rotations
(upper right quadrant of the table) are equal to the characters of the proper rotations (lower left
quadrant of the table).

5.10.3 Selection rules

Let us come back to the original problem of evaluating whether the integral appearing in (5.131)
can be different from zero.
The matrix element in (5.131) is the integral of the product of three functions Ψ

(α)∗
f , Hint and Ψ

(β)
i ,

each one belonging to a given irreducible representation of the symmetry group of the system under
consideration.
Since Hint is a vector operator (electric or magnetic dipole), we have to focus on the transformation
properties of its cartesian components. As we have seen, for high symmetry groups (such as Td of
Oh), symmetry transformations mix the three components, leading to irreducible three-dimensional
representations T . For low-symmetry groups, (such as C3v or D3), the component along the higher-
symmetry axis transforms independently with respect to the other two components, leading to a
decomposition of the three-dimensional representation into A and E.

Necessary (although not sufficient) condition for the integral in (5.131) not to be zero is that the DP
of the three I.R. based on the two functions and the operator contains the irreducible representation
A1. To check this condition, one can again make use of (5.125), extended now to three factors, to
calculate the characters of the DP, and of (5.36) to evaluate whether A1 is included in the DP.

This procedure leads to selection rules for electric dipole and magnetic dipole transitions.
A few examples can be of help.

Example 1: C3v group

The characters of the C3v group are reproduced in Table 5.13.
If the electric field is polarised along the z, it has no components in the x, y directions; the electric
dipole operator transforms according to A1. If the electric field is polarised in the x, y plane, the
electric dipole operator transforms according to E. Same considerations for the magnetic dipole
operator.
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Table 5.13: Character table of the symmetry group C3v (n = 6); the last two lines are two possible
direct products.

e 2C3 3σv
A1 1 1 1 z
A2 1 1 -1 Rz
E 2 -1 0 (x, y), (Rx, Ry)

A1 ×A1 × E 2 -1 0
A1 × E × E 4 1 0

As an example, the last two lines of Table 5.13 represent two possible direct products (DP) of irre-
ducible representations, the first one corresponding to electric field polarised along the z direction,
the second one corresponding to electric field polarised in the x, y plane:

1. The first DP doesn’t contain A1. Transitions from a basis state of the A1 representation to
a basis state of the E representation, induced by an electric field polarised in the z direction,
are forbidden by symmetry in the C3v group.

2. The second DP contains A1. Transitions from a basis state of the A1 representation to a
basis state of the E representation, induced by an electric field polarised in the x, y plane,
are not forbidden by symmetry in the C3v group.

Example 2: Td group

The characters of the Td group are reproduced in Table 5.14.
The symmetry properties of the electric or magnetic dipole operators are independent of the po-
larisation direction. The vector components are basis of an irreducible three-dimensional represen-
tation (T1 or T2).

Table 5.14: Character table of the symmetry group Td (n = 24). The last two lines are two possible
direct products.

Td e 8C3 3C2 6σ 6S4 orbitals
A1 1 1 1 1 1 s
A2 1 1 1 -1 -1
E 2 -1 2 0 0 (dz2 , dx2−y2)
T1 3 0 -1 -1 1 (Rx, Ry, Rz)
T2 3 0 -1 1 -1 (x, y, z) (px, py, pz)(dxy, dxz, dyz)

A1 × T2 × E 6 0 -2 0 0
A1 × T2 × T2 9 0 1 1 1

As an example, the last two lines of Table 5.14 represent two possible direct products (DP) of the
irreducible representations corresponding to electric dipole transitions:

1. The first DP doesn’t contain A1. Transitions from a basis state of the A1 representation to a
basis state of the E representation, induced by an electric field, are forbidden by symmetry
in the Td group.

2. The second DP contains A1. Transitions from a basis state of the A1 representation to a
basis state of the T2 representation, induced by an electric field polarised in the x, y plane,
are not forbidden by symmetry in the Td group.
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Example 3: Oh group

The group Oh is characterised by inversion symmetry. The character table 5.11 on page 116 can
be schematized as in Table 5.15

Table 5.15: Schematic character table of the group with inversion symmetry: g are the elements of
the corresponding group of proper rotations, e is the identity and i is the inversion transformation.
Γg and Γu are bases of even and odd functions, respectively.

eg ig
Γg χ χ
Γu χ -χ

From the character table 5.7 on page 114, one can see that the components of polar and axial
vectors are both basis of the T1 representation in the proper rotations group O.
The transformation properties are however different under inversion transformations, so that the
components of polar and axial vectors are basis of the different representations T1u and T1g,
respectively, in the Oh group.
As a consequence, we can derive a general selection rule involving the parity of the basis functions.
First we note that Γg × Γg = Γg, Γu × Γu = Γg and Γg × Γu = Γu.
The transition matrix elements of the electric dipole operator (belonging to Γu) are necessarily
zero between two states of the same parity, since the direct product Γu doesn’t contain A1.
By converse, the transition matrix elements of the magnetic dipole operator can be non zero
between states of the same parity.

Note: The above considerations can be applied to a free atom too. As already observed, the parity
of a one electron wavefunction is (−1)`, where ` is here the one-electron azimuthal quantum
number. As a consequence of the symmetry properties of the electric dipole operator, electric
dipole transitions are forbidden between states of the same parity, e.g. even `→ even ` or odd
`→ odd `.

5.11 Complements

5.11.1 Inversion of matrices

The inversion of a matrix D is performed according to the rule of equation (5.6), say

D−1 =
Adj(D)

|D |
(5.136)

where Adj means adjoint matrix and |D | is the determinant.
The adjoint of a matrix D, say Adj(D), is the transposed of the matrix of the cofactors Dij of
each element dij of D.
The meaning of (5.136) can be better grasped by some simple examples.

Example: two-dimensional case

For a two-dimensional matrix, the cofactor of an element dij is a single element, which shares with
dij the diagonal, and has to be chosen with the proper sign.

D =

(
a b
c d

)
⇒ Adj(D) =

(
d −b
−c a

)
(5.137)
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One can easily verify that

DD−1 = D
Adj(D)

|D |
=

(
a b
c d

)(
d −b
−c a

)
ad− bc

=

(
ad− bc −ab+ ba
cd− dc −bc+ ad

)
ad− bc

= I (5.138)

Example: three-dimensional case

For a three-dimensional case,  dxx dxy dxz
dyx dyy dyz
dzx dzy dzz

 (5.139)

the cofactor Dij of an element dij is the determinant of the two-dimensional matrix obtained by
eliminating the row i and the column j, taken with the proper sign. For example:

Dxx = dyydzz − dyzdzy , Dxy = −dyxdzz + dyzdzx (5.140)

The determinant of the matrix is

|D| = dxxdyydzz − dxxdyzdzy − dxydyxdzz + dxydyzdxx + dxzdyxdzy − dxzdyydzx (5.141)

By a lengthy calculation, one can evaluate Adj(D) and verify that DD−1 = I.
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Chapter 6

The origin of structures

In Chapter 2 we introduced the basic ideas about solid aggregates of atoms – perfect crystals,
real crystals, non-crystalline solids. The symmetry considerations of Chapter 4 allowed a rigorous
classification of crystal structures .
In this Chapter 6 we try to understand the origin of the possible different structures in terms of
physical interactions. At 1 bar pressure and at sufficiently low temperatures, all substances solidify
(with the exception of helium). Why different substances assume different crystalline structures,
with different degrees of packing and different physical properties? and why some substances easily
solidify in non-crystalline form?
Different approaches are possible, of different degrees of sophistication, such as ab-initio calcula-
tions, chemical bond models, molecular dynamics simulations. Starting point for all the different
approaches is the adiabatic approximation (Born-Oppenheimer, 1927), which is reviewed in Sec-
tion 6.1
Some general properties of solids can be obtained by only considering pair interactions between
neighbouring atoms (Section 6.2); this approach leads to a popular classification of structures in
terms of chemical bonds: molecular crystals (Section 6.3), ionic crystals (Section 6.4), covalent
molecules and solids (Section 6.5), metals (Section 6.6), hydrogen-bonded structures (Section 6.7).
The chemical bond models cannot account for all physical properties of solids; a thorough under-
standing the electronic structure and of the conduction properties of metals and insulators can be
obtained only by a more refined approach, which is postponed to Chapter 9.
Section 6.8 is dedicated to an introduction to non-crystalline solids: basic structural properties
and production techniques.
Ground state properties of electronic systems are nowadays frequently calculated within the frame-
work of the Density Functional Theory (DFT). A short introduction to DFT is given in Section 6.9.

6.1 Born-Oppenheimer (adiabatic) approximation
The stationary Schrödinger equation for a many-atomic system, such as a molecule or a crystal, is

H Ψtot = EΨtot , (6.1)

where the total wavefunction Ψtot depends on the coordinates of the n electrons and of the N
nuclei:

Ψtot = Ψtot(~r1, . . . , ~rn ; ~R1 . . . , ~RN ) = Ψtot(r,R) . (6.2)

In the last term of (6.2), r and R are short-hand notations for the full sets of electrons and nuclei
coordinates, respectively. The wavefunction is defined in a 3N + 3n-fold configuration space.
Solving eq. (6.1) for a many-atomic system (or simply for a many-electron atom) is a typical
many-body problem, which can be faced only by approximate methods.
In general, instead of considering separately all the electrons, it is convenient to distinguish the
ions from the valence electrons:

129
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a) ions = nuclei + core electrons (electrons which don’t contribute to inter-atomic interaction),
b) valence electrons = external electrons, which contribute to inter-atomic interaction.

In such cases, R and N refer to ions, and r and n refer to valence electrons in (6.2).
Note: The distribution of valence electrons is peculiar of the different crystal types. It can be

experimentally detected by refined analyses of high-accuracy X-ray diffraction spectra.

6.1.1 Total Hamiltonian
The total Hamiltonian (neglecting relativistic terms) is

H = Tn + Vnn + Te + Vne + Vee . (6.3)

The total kinetic energy operator of the ions, labelled by A, is

Tn = −
∑
A

h̄2

2MA
∇2
A = −

∑
A

h̄2

2MA

(
∂2

∂x2
A

+
∂2

∂y2
A

+
∂2

∂z2
A

)
. (6.4)

The total kinetic energy operator of valence electrons (labelled by i) is

Te = −
∑
i

h̄2

2m
∇2
i . (6.5)

The total potential energy of the interaction between ions is

Vnn =
1

2

∑
A

∑
B 6=A

ZAZB

|~RA − ~RB |
, (6.6)

where ZA and ZB are the ionic charges.
The total potential energy for the interaction between valence electrons is

Vee =
1

2

∑
i

∑
j 6=i

e2

|~ri − ~rj |
. (6.7)

The total potential energy of electrostatic interaction between valence electrons and ions is

Vne = −
∑
iA

eZA

|~ri − ~RA|
. (6.8)

6.1.2 Separation of nuclear and electronic motion
In principle, the time-independent Schrödinger equation for the full system contains all the infor-
mation on its stationary states. Its solution is however a prohibitive task.
The Born-Oppenheimer approximation consists in de-coupling the Schrödinger equation for elec-
trons from the Schrödinger equation for nuclei.
The physical basis of such an approximation is the fact that the mass of nuclei is from about
2× 103 to about 105 times larger than the electron mass. As a consequence, if the linear momenta
of electrons and nuclei are of the same order of magnitude, the motion of electrons is much faster
than the motion of nuclei, so that electrons can be considered as instantaneously following the
nuclei.

Factorisation of the total wave-function

The Born-Oppenheimer approximation assumes that the total wave-function can be factorised:

Ψtot = Ψe(r ;R) Φn(R) , (6.9)

where
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a) the nuclear wave-function Φn(R) only depends on the nuclear coordinates R,
b) the electron wave-function Ψe(r ;R) depends directly on the electron coordinates r and para-

metrically on the nuclear coordinates R.

The electron wave-function can be a Slater determinant of spin-orbitals and is normalised within
the electrons configuration space, ∫

Ψ∗e Ψe dτ = 1 . (6.10)

6.1.3 Schrödinger equation for electrons

Let us consider the nuclei at fixed positions R. The Schrödinger equation for the electrons is

He Ψe(r ;R) = [Te + Vne + Vee + Vnn] Ψe(r ;R) = Ee Ψe(r ;R) . (6.11)

Note that the Hamiltonian He in (6.13) includes the Vnn(R) potential energy term of the nuclei.

By solving the electronic Schrödinger equation (6.13) for different values of R one can obtain the
eigenvalues E(α)

e (R) which characterise the stationary states of the electron system (α labels the
ground state gs and the excited states).
The functions E(gs)

e (R) represent potential energy surface (PES) in the R space. The minimum
of the ground-state function E(gs)

e (R) correspond to the equilibrium configuration R of the atomic
aggregate. In the following, when referring to the ground state, the apex gs will be omitted.
The eigenvalues Ee(R) can be obtained as

Ee =

∫
Ψ∗eHe Ψe dτ∫

Ψ∗e Ψe dτ
= Ee(R) (6.12)

Example: the hydrogen molecular ion H+
2

The simple case of the hydrogen molecular ion H+
2 , which is exactly solvable, can be of help for a

better understanding.
The nuclear configuration is described by one parameter, the internuclear distance R. The Vnn
potential energy corresponds to the Coulomb repulsion between the two nuclei, and increases when
R decreases. There is no Vee potential energy contribution, since there is only one electron. The
electronic Schrödinger equation is[

h̄2

2m
∇2 +

e2

4πε0

(
1

R
− 1

r1
− 1

r2

)]
Ψe(r ;R) = Ee(R) Ψe(r ;R) . (6.13)

The solution of the equation can be found in textbooks on Atomic Physics. Let here quote the
main results concerning the lowest energy levels (Fig. 6.1).
It is convenient first to consider the values Ee−Vnn, say to exclude the nuclear repulsion potential
energy. For large inter-nuclear distances R, the electron is bound to one of the two nuclei, and the
value Ee−Vnn corresponds to the binding energy of the H 1s level, -13.6 eV. For R = 0, the system
corresponds to the He+

2 ion, whose lowest energy levels are -54 eV (He+ 1s) and -13 eV (He+ 2s).
In the first case, the purely electronic energy Ee − Vnn is always decreasing when the distance R
decreases, corresponding to an attractive force between the nuclei.
Summing up the contributions Vnn, one one obtains the values Ee(R) of the two lowest molecular
levels σg (bonding) and σ∗u (antibonding) as a function of R; the first function Ee(R) has a minimum
position, corresponding to an equilibrium configuration of the nuclear system, the second one is
always decreasing.
Note: This example shows that it can be sometimes convenient to first solve the Schrödinger

equation (6.13) omitting the Vnn term, and to add it subsequently.



132 P. Fornasini - Physics of Matter
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Figure 6.1: Purely electronic energy Ee−Vnn (top) and total Ee energy (bottom) for the hydrogen
molecular ion H+

2 .

6.1.4 Schrödinger equation for ions
Let us consider again the total Schrödinger equation

H Ψtot = EΨtot , (6.14)

where now the Hamiltonian includes the nuclear kinetic term, H = He + Tn, and the total wave-
function is Ψtot = Ψe(r ;R)Φn(R).
The Schrödinger equation can thus be rewritten as

He (ΨeΦn) + Tn (ΨeΦn) = E (ΨeΦn) , (6.15)

say, taking into account the results obtained for the electronic Schrödinger equation,

Ee(R) Ψe Φn + Tn (ΨeΦn) = EΨe Φn . (6.16)

In the first term on the left and in the term on the right, the electron wave-function Ψe can already
be integrated over the electron configuration space.
Let us consider in more detail the Tn term:

Tn (ΨeΦn) = −
∑

A

h̄2

2MA

(
~∇A · ~∇A

)
(ΨeΦn)

= −
∑
A

h̄2

2MA

[
Ψe

(
∇2
AΦn

)
+ 2

(
~∇AΨe

)
·
(
~∇AΦn

)
+
(
∇2
AΨe

)
Φn

]
. (6.17)

The Born-Oppenheimer approximation consists in considering negligible the second and third terms
within the square parentheses, where the nuclear kinetic operators act on the electron wavefunction.
Within this approximation, we only consider the first term, where the electronic function Ψe is
factorised.
When integrating the resulting Schrödinger equation over the electrons configuration space, the
electron wave-function gives rise to the normalization value 1, while the nuclear wavefunction is
unaffected. We finally obtain the Schrödinger equation for the nuclei in the Born-Oppenheimer
approximation, [

−
∑
A

h̄2

2MA
∇2
A + Ee(R)

]
Φn = E Φn (6.18)
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or [
−
∑
A

h̄2

2MA
∇2
A + V (R)

]
Φn = E Φn , (6.19)

where V (R) = Ee(R).

6.1.5 The potential energy surface (PES)

The function V (R) = Ee(R) appearing in (6.18) and (6.19) is the ground-state energy of a system
of interacting electrons moving in the field of fixed (“clamped”) nuclei. It is referred to as clamped
ions energy or potential energy surface (PES) or Born-Oppenheimer energy surface.
The ground state properties of electrons are important to determine:

a) the equilibrium structure and the phase stability of the ion system (at T = 0), which cor-
respond to the absolute minimum of the Born-Oppenheimer energy surface with respect to
the set of nuclear coordinates at different temperatures and pressures. Partial minima cor-
respond to metastable equilibrium ground states.

b) the finite temperature dynamical properties of ions (atomic vibrations), which depend on
the behaviour of the Born-Oppenheimer energy surface in the vicinity of the equilibrium
configuration, say on its derivatives of second and higher order evaluated at the equilibrium
configuration.

In this Chapter, we are interested in the ground state equilibrium properties of ions. The dynamical
properties of ions will be considered in Chapter 7.
The solution of the electronic Schrödinger equation gives also the excited states of the electronic
system, which are necessary to explain the electronic spectroscopies and the transport phenomena.

PES calculation

The PES can in principle be obtained by solving the electronic Schrödinger equation (6.13) for
a convenient number of ionic configurations R. An exact solution of the Schrödinger equation is
out of question but for the simplest systems (harmonic oscillator, single particle in a central field,
squared-walled box). Numerical solutions are unmanageable even for relatively small molecules,
in view of the large number of variables involved to get a sufficiently accurate picture of the
wave-function in the configuration space.
The problem is generally solved according to the following guidelines.

1. The problem is simplified by taking into account the symmetry of the system. Symmetry
considerations don’t introduce approximations.

2. The approximation is made of treating each electron as moving independently in an average
field from the others. The ground state energy of the system is obtained self-consistently by
variational methods. Typical examples are based on the Hartree-Foch-Slater method or the
more recent Density Functional Theory (DFT).

In many cases, the equilibrium configuration is known from experiments, e.g. x-rays or neutron
diffraction. The ability of reproducing the equilibrium configuration is a test of the theory, which
can then give further information on, for example, the vibrational dynamics or the mechanisms of
phase transitions.

6.1.6 Adiabatic approximation

The Born-Oppenheimer approximation is sometimes named adiabatic approximation. The meaning
for that can be better grasped if one assumes that the massive ions can be treated as slow-moving
classical particles. Let us suppose that, for a given set R of ion coordinates, the electrons system is
in a given eigenstate Ψe(r ;R) of the Hamiltonian He(R). When the values of the ion coordinates
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are modified, the Hamiltonian He(R) and the wave-function Ψe(r ;R) are in turn modified. Within
the adiabatic approximation, the electron wavefunction Ψe(r ;R) evolves remaining at any time an
eigenstate of He(R).
The adiabatic approximation is valid if the nuclear motion is sufficiently slow with respect to the
relaxation time of the electron cloud.
Note: The term “adiabatic" is generally used in Thermodynamics to describe processes without

exchange of heat between system and environment. The quantum mechanical adiabaticity
considered here is closer to the thermodynamical concept of a quasi-static process, and has no
relation with heat exchange.

Non-adiabatic effects

Correction to the Born-Oppenheimer approximation arise because the electronic wave-functions
depend parametrically on the ion coordinates. These corrections are accounted for by the second
and third terms in the last line of (6.17):

a) ~∇AΨe, the “non-adiabatic coupling”, can be non-negligible
b) ∇2

AΨe, the diagonal correction, is usually negligible

The magnitude of non-adiabatic corrections thus depends on the gradient of the electronic wave-
functions when the nuclear configuration changes. When the adiabatic approximation is not valid,
the electron wave-function is a linear combination of eigenstates of the evolving HamiltonianHe(R).
If the motion of ions is sufficiently fast (say if the energy of ionic excitations is sufficiently high)
and if electron levels are sufficiently close, the non adiabatic coupling can cause the transition of
the electron system from the ground state to an excited state.

6.2 Atomic aggregates
In this Section 6.2, some general considerations are presented concerning the atomic aggregates.

6.2.1 Pair interaction
The structure of atomic aggregates, be it crystalline or non-crystalline, results from the collective
interaction of the atoms, as depicted by the Schrödinger equation (6.1). In some cases, however,
the collective interaction can be approximately considered as the sum of single pair interactions.
Let us consider a two-atomic system. The Born-Oppenheimer surface V (R) collapses to a potential
energy curve V (r) defined in a one-dimensional space, where now r is the inter-nuclear distance.
The typical shape of the V (r) function is depicted in Fig. 6.2 (left).
The minimum of the function V (r) (equilibrium position) is determined by the balance between

a) the attractive part, whose strength can be very different for different atomic species,
b) the repulsive part, due to the Coulomb repulsion of the positive ions and to the Pauli exclusion

principle which opposes to the superposition of electron clouds.

The simple two-atomic model can give important insights on the origin of many crystalline and
non crystalline structures, provided we can consider the structure as generated by the simple sum
of individual pair interactions.

Atomic vibrations

An atomic system cannot be at rest in the position corresponding to the the minimum of the V (r)
function (or at the minimum of the Born-Oppenheimer surface) due to the momentum-position
uncertainty principle.
As effect of the uncertainty principle, the actual ground state energy is larger than the minimum
of V (r), the difference corresponding to the zero-point energy of harmonic oscillations.
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Figure 6.2: Left: typical behaviour of the interaction potential energy. Right: the potential energy
of the hard-sphere model with smooth attraction.

A regular crystalline structure describes the average position of atoms. The actual instantaneous
structure is missing translational symmetry event at T = 0.
A striking examples of the zero-point effect is represented by helium, which cannot solidify at at
any temperature at the standard pressure of 1 bar.

6.2.2 Hard-sphere model and closest packing
As a simple example of the two-atoms interaction model, let us consider an ideal system composed
of hard spheres, with an isotropic attractive force smoothly depending on r and a step-like repulsive
force (Fig. 6.2, right).

Two-dimensional case with translational symmetry

In two dimensions, the resulting structure is a regular closest packing with hexagonal symmetry
(Fig. 6.3, top left panel). Axes C6 perpendicular to the plane pass through the centres of the
spheres, axes C3 pass through the centres of the voids regions.
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Figure 6.3: Closest packing of hard spheres in crystals. Top left: two-dimensional planar packing.
Bottom left: second layer. Right: two possibilities for the third layer (top) and the corresponding
3-d arrangement of atoms.
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Three-dimensional case with translational symmetry

In three dimensions one can again obtain a closest-packing of spheres.
A second layer ...BBBB... of spheres can be put on top of the first layer ...AAAA... in correspon-
dence of half of the triangular void regions (Fig. 6.3, bottom left panel).
As for the third layer, two possibility exist, giving rise to two different structures (Fig. 6.3, right
panel):

1. ABABAB stacking of layers, where the third-layer spheres are on the vertical of the first-layer
spheres. This stacking corresponds to the hcp (hexagonal close packed) structure, the layer
planes being perpendicular to the c axis.

2. ABCABC stacking of layers, where the third-layer spheres are on the vertical of voids of
both the first and second layer. This stacking corresponding to the fcc (face centred cubic)
structure, the layer planes being perpendicular to the [111] direction.

The closest packing corresponds to a coordination number z=12.
The hard spheres model shows how a closest-packed regular crystalline structure can be generated,
but has no general validity:

a. The closest-packed stacking of layers can be affected by lack of regularity along the direc-
tion perpendicular to the layers, for example ABCABABCABC or ABABABCABAB. Such
stacking faults are quite frequent in real closest-packed crystals.

b. Non closest-packed structures are frequently encountered, due to the lack of isotropy of the
interatomic interaction (e.g. covalent bonds) or to other steric constraints (e.g. ionic bonds).
Such problem will be considered in next Sections.

Three-dimensional case with no translational symmetry

Closest packing requires that each atom is surrounded by z=12 atoms at the same distance.
If a cluster of 13 atoms is considered (one central atom and 12 peripheral atoms), there are three
different ways of obtaining closest-packing:

1. The 12 atoms are at the corners of a cuboctrahedron (Fig. 6.4, left). The numbers of atoms
in the horizontal planes is 3–6–3.
This arrangement is found in the fcc structure considered above.

2. The 12 atoms are at the corners of a twinned cuboctrahedron (obtained from the cubocta-
hedron by rotatong the upper half of 60◦ with respect to the bottom half). The number of
atoms in the horizontal planes is 3–6–3.
This arrangement is found for in hcp structure considered above.

3. The 12 atoms are at the corners of an icosahedron (Fig. 6.4, right). The numbers of atoms
in the horizontal planes is 1–5–5–1.
This arrangement is incompatible with long-range translational order, due to the presence of
pentagonal symmetry.

Figure 6.4: Cuboctahedron (left) and icosahedron (right).
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The icosahedral structure is preferred by a cluster of only 13 atoms, in view of the lower surface
energy. In fact, each surface atom of the icosahedron is coordinated to 5 other atoms, while in the
cuboctahedron it is coordinated to only 4 other atoms.
Icosahedral ordering has been originally proposed to explain the phenomenon of supercooling in
liquid metals (Frank, 1952). Recently, experimental evidence of icosahedral ordering has been
found in some liquid metals.
Icosahedral ordering is encountered in solid nano-clusters, even for a number of atoms larger than
13. When the nano-cluster size increases, other arrangements, such as the cuboctahedron, are
preferred.

6.2.3 Thermodynamic and statistical considerations
A general approach to the formation of crystal structures can be based on thermodynamic consid-
erations.
From a thermodynamic point of view, the stable equilibrium configuration (at constant volume) is
characterised by

1. the minimum of the Gibbs free energy = U + pV − TS for system at fixed p and T ;
2. the minimum of the Helmholtz free energy F = U − TS for systems at fixed V and T .

At T = 0, the corresponding condition for stable equilibrium is the minimum of the enthalpy
H = U + pV or of the internal energy U (which includes the zero point energy).
The large variety of possible inter-atomic interactions gives rise to different equilibrium structures
for different systems. Thermodynamic considerations lead to the conclusion that equilibrium struc-
tures at T = 0 should be crystalline. Actually, the minimum of energy of the system as a whole
corresponds to the minimum of energy of any of its constituent parts. The possibility that any part
has the same equilibrium structure is guaranteed only by the existence of long-range crystalline
order.
Non-crystalline systems can be found at very low temperatures too, corresponding however to
non-equilibrium states (glasses, liquid crystals, etc).

Macroscopic hints on microscopic structure

The difference of some macroscopic quantities of different crystals is an important clue about the
binding properties at the atomic level. As an example, in Table 6.1 three parameters are compared
for some selected crystals:

1. The cohesive energy, say the energy that is necessary to decompose the crystal into neutral
free atoms at rest at infinite distance.

2. The melting point, say the temperature of the solid to liquid transition at the pressure of
1 bar.

3. The isothermal compressibility χT = −(1/V ) (∂V /∂p)T = 1/B (where V is the volume and
B is the bulk modulus).

6.2.4 Classifications of chemical bonds
The origin of the different structures can be to a good extent explained in terms of the inter-atomic
interactions, which are in turn based on the spatial arrangement of electrons in the real space. This
approach leads to a quite popular classification of bonds:

1. Van der Waals bond
2. Ionic bond
3. Covalent bond
4. Hydrogen bond
5. Metallic bond
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Table 6.1: Some macroscopic quantities for selected crystals.

Cohesive energy Melting point Compressibility
(eV/atom) (K) (10−11 m2/N)

Ge 3.85 1211. 1.29
Cu 3.49 1358. 0.73
NaCl 6.37 1074. 4.16
Ne 0.02 24.56 100.
Kr 0.116 115.8 56.

This classifications has some advantages :

- consistency with the electronic densities revealed by X-ray diffraction experiments
- easy connection with the theories of molecular structure
- phenomenological understanding of the origin of different crystal structures (close-packed,
NaCl, diamond, etc.)

- intuitive understanding of the relative easiness of some structures to solidify in non-crystalline
form

- intuitive understanding of some macroscopic properties, e.g. why molecular, ionic, covalent
and H-bonded crystals are electric insulators at T = 0 K while metals are good electric
conductors

- usefulness for lattice-dynamical models

At least two limits of the classifications should be evidenced:

- there is not always a clear-cut separation between the different types of bond
- a full understanding of the electron conduction properties and of the distinction between
conductors and insulators can be obtained only by a reciprocal space approach

6.3 Van der Waals bonds and molecular crystals
Molecular crystals are composed of neutral molecules with complete electron shells. They are held
together by the weak dipole-dipole Van der Waals forces (after the name of the dutch physicist
who first modelled the inter-molecular attractive forces in real gases, in 1873).
Examples of molecular crystals:

1. Solids of noble gases (Ne, Ar, Kr, Xe), where the molecules are monatomic. Atoms have
no permanent electric dipoles: the attractive forces are due to fluctuating dipoles (Van der
Waals - London forces). Helium cannot be solidified at ambient pressure.

2. Crystals of the H2, O2, N2, Cl2, CH4 molecules.
3. Crystals of biological molecules (artificially produced in laboratory for protein crystallography

experiments)

In non-monatomic molecular crystals, such as O2 or N2, one can distinguish

a) strong intra-molecular bonds, which give rise to high-frequency intra-molecular vibrations;
b) weak inter-molecular bonds, which give rise to low-frequency inter-molecular vibrations.

Molecular crystals are characterised by low melting points.
The electric dipole-dipole Van der Waals forces can be further classified as

1. forces between two permanent dipoles (Keesom forces)
2. forces between a permanent dipole and an induced dipole (Debye forces)
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3. forces between two induced dipoles (London forces)

In the following we consider the London forces responsible for the crystallisation of noble gases.
Note however that Van der Waals forces are always present, although their effect can be negligible
with respect to other types of bond (ionic, covalent, metallic).

6.3.1 London attractive potential
To grasp the physical origin of the dipole-induced attractive potential and its dependence on
distance, let us consider a simple one-dimensional model representing a couple of atoms [taken
from Kittel].

Atomic oscillator model

Let us consider a nucleus of charge Q and its electron cloud, supposed to be spherical with radius
r and homogeneous. A displacement x of the C.M. of the electron cloud from the nucleus gives
rise to a restoring force

|F | =
1

4πε0

Qqx
x2

=
1

4πε0

Q2x3

x2r3
= kx , (6.20)

where qx = Q [4πx3/3]/[4πr3/3] is the negative charge within the sphere of radius r and k =
(1/4πε0)(Q2/r3) (which is strictly valid for a homogeneous distribution of charge). The restoring
force is thus harmonic and corresponds to a potential energy V = kx2/2. A homogeneous distri-
bution of charge is quite a crude approximation, but the oscillator model is a good approximation,
although the force constant k should be connected to the charge distribution in a more complicated
way.
From the classical point of view, random oscillations correspond to a fluctuating electric dipole.
From the quantum point of view, the atom can be considered as a quantum harmonic oscillator,
characterised by a finite value of zero-point energy; the non-zero minimum of energy supports the
classical picture of a fluctuating dipole.

The interaction between two atoms

Let us now study the interaction between two neutral equal atoms due to the Coulomb interaction
between their components (electrons and nuclei).

€ 

r

€ 

x1

€ 

x2

Figure 6.5: Schematic representation of the origin of London attractive potential between two
neutral atoms (not to scale, in reality |x1|, |x2| � R).

Let R be the distance between the two nuclei, x1 and x2 the displacements of the electron clouds
of atom 1 and atom 2 from the corresponding nuclei, respectively (Fig. 6.5). We assume R� r.
If we neglect the interaction between the two atoms, the un-perturbed Hamiltonian is the sum of
the independent Hamiltonians of the two atoms (harmonic oscillators)

H0 =
p2

1

2m
+

1

2
kx2

1 +
p2

2

2m
+

1

2
kx2

2 . (6.21)

(The force constant k depends on the actual electronic structure of atoms). The proper frequency
of the independent harmonic oscillators is ω0 =

√
k/m.
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The interaction between the two atoms, due to the Coulomb forces between the charges of different
atoms, can described as a perturbation

HI =
Q2

4πε0

[
1

R
+

1

R− x1 + x2
− 1

R− x1
− 1

R+ x2

]
=

Q2

4πε0

1

R

[
1 +

(
1− x1

R
+
x2

R

)−1

−
(

1− x1

R

)−1

−
(

1 +
x2

R

)−1
]

(6.22)

The first two terms in the square parentheses correspond to the repulsive contributions ion-ion and
electrons-electrons, the last two terms correspond to the attractive contributions ion-electrons.
Since |x1|, |x2| � r, the terms in the parentheses of (6.22) can be expanded according to

(1 + y)α =

∞∑
n=0

(
α

n

)
yn ,

(
α

0

)
= 1 ,

(
α

n

)
=

n∏
k=1

α− k + 1

k

where α = −1. To second order, (1 + y)−1 = 1− y + y2 and one obtains

HI '
Q2

4πε0

1

R

[
−2x1x2

R2

]
= − Q2

4πε0

2x1x2

R3
= −2k′x1x2 , (6.23)

where k′ ∝ 1/R3 and k′ � k (since R � r). According to (6.23), the attractive contributions
prevail over the repulsive ones, and the interaction gives rise to a global attraction.
The total Hamiltonian H = H0 +HI refers to two coupled harmonic oscillators, of coordinates x1

and x2, respectively.
One can diagonalize the total Hamiltonian H by the normal mode transformation, whereby the
old coordinates and momenta (x1, x2, p1, p2) are expressed in terms of the new ones (xs, xa, ps, pa):{

x1 = (xs + xa)/
√

2

x2 = (xs − xa)/
√

2

{
p1 = (ps + pa)/

√
2

p2 = (ps − pa)/
√

2
(6.24)

The total Hamiltonian expressed in terms of the normal coordinates is the sum of the contributions
of two independent normal modes

H =

[
p2
s

2m
+

1

2
(k − 2k′)x2

s

]
+

[
p2
a

2m
+

1

2
(k + 2k′)x2

a

]
. (6.25)

The frequencies of the two uncoupled oscillators are

ω =

[
1

m
(k ± 2k′)

]1/2

=

[
k

m

(
1± 2k′

k

)]1/2

' ω0

[
1 ± k′

k
− 1

8

(
2k′

k

)2
]

(6.26)

The zero-point energy of the system of the two atoms is the sum of the zero point energies of the
two normal modes

1

2
h̄(ωs + ωa) = h̄ω0 − h̄ω0

1

8

(
2k′

k

)2

= h̄ω0 −
A

R6
, (6.27)

where the 1/R6 dependence is due to the fact that k′ ∝ 1/R3.
The Coulomb interaction between the two atoms reduces the energy by a term proportional to
−1/R6, corresponding to an attractive potential energy.

6.3.2 Repulsive potential
The Coulomb repulsion between ions and between electrons of different atoms is included in the
previous perturbative treatment, and is overcome by the attractive contribution.
There is however a further strong contribution to repulsion, due to the Pauli exclusion principle.
The repulsive potential energy due to the Pauli principle has a much steeper slope as a function
of R than the attractive potential energy.
For mathematical simplicity, one models the repulsive potential energy by a power law 1/R12,
where the exponent 12 is chosen so as to be twice the exponent of the attractive component and
facilitate some calculations.
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6.3.3 Lennard-Jones potential 6-12
By summing the attractive and the repulsive contributions to the potential energy, one obtains the
so-called Lennard-Jones (LJ) potential for a pair of atoms at distance r:

φij(r) = −A
r6

+
B

r12
(6.28)

A more compact expression is obtained by substituting A = 4εσ6 and B = 4εσ12,

φij(r) = 4ε

[
−
(σ
r

)6

+
(σ
r

)12
]

(6.29)

At the position of the minimum of the potential energy, say at the equilibrium position r0, one has

r0 =
6
√

2σ = 1.122σ , φij(r0) = −ε (6.30)

so that

1. ε = A2/4B measures the strength of the attraction,
2. σ = (B/A)1/6 measures the radius of the repulsive core: for r = σ one finds φ = 0.

The constants ε and σ are generally evaluated from measurements in the gas phase of the deviation
from the ideal gas behaviour (virial coefficients, compressibility). Their values for He, Ne and Ar
are listed in Table 6.2. The LJ potentials for He and Ne are compared in Fig. 6.6, left.

Table 6.2: Lennard-Jones parameters ε and σ for He, Ne and Ar, deduced from the properties of
low-density gases. The corresponding theoretical nearest-neighbour equilibrium distances R0 (eq.
6.36) and cohesive energies per atom u0 (eq. 6.37) in the crystalline phases are compared with the
experimental values Rexp

0 and uexp
0 .

ε (eV) σ (Å) R0 (Å) Rexp
0 (Å) u0 (eV) uexp

0 (eV)

He 0.0009 2.56 2.79 – -0.008 -
Ne 0.0031 2.74 2.99 3.13 -0.027 -0.02
Ar 0.0104 3.40 3.71 3.75 -0.089 -0.08

To better grasp the order of magnitude of the values of ε, it is useful to compare them with the
thermal energy kBT at different temperatures. As a rule of thumb, remember that kBT ' 0.025 eV
for T=300K.
To evaluate the true binding energy of the atomic pair at T = 0 K, the zero-point energy of
the relative atomic vibrations has to be added to the LJ potential energy. (Don’t confuse the
vibrations of the electronic clouds with respect to the nuclei, origin of London forces, with the
relative vibrations of nuclei).

6.3.4 Total cohesive energy of a molecular crystal
In a crystal, each atom interacts with all the other atoms via the Lennard-Jones potential.
The total potential energy, neglecting surface effects, is

Φtot =
1

2
N
∑
~T 6=0

φ(|~T |) , (6.31)

where

a) the sum is over all lattice vectors ~T originating at a given atom,
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Figure 6.6: Lennard-Jones (LJ) potential. Left: comparison of the LJ single-bond potentials for
He and Ne. Right: Comparison between the single-bond LJ potential and the energy per atom
of a molecular crystal (where R is the nearest-neighbour distance); the quantities on the axes are
expressed in reduced units.

b) N is the total number of atoms,
c) the factor 1/2 is inserted to avoid counting twice the same distance.

The total energy (6.31) can be expressed in terms of the Lennard-Jones potential (6.29)

Φtot =
1

2
N 4ε

[∑
j

(
σ

rj

)12

−
∑

j

(
σ

rj

)6
]
, (6.32)

where rj is the distance from the central atom to the j-th atom. It is convenient to express all
the rj values as a function of the nearest-neighbour distance R by introducing the adimensional
parameters pj = rj/R, so that

Φtot =
1

2
N 4ε

[∑
j

(
σ

pjR

)12

−
∑

j

(
σ

pjR

)6
]

=
1

2
N 4ε

[
A12

( σ
R

)12

−A6

( σ
R

)6
]

(6.33)

where the constants
A12 =

∑
j

1

p12
j

, A6 =
∑

j

1

p6
j

(6.34)

only depend on the geometrical structure of the crystal.
The London forces are isotropic and the noble gases Ne, Ar, Kr, Xe crystallize in the fcc close-
packed structure.
For the fcc structures, A12=12.13 and A6=14.45. These values are only slightly larger than the
coordination number 12, as a consequence of the short-range nature of the interaction.

The total cohesive energy per atom, expressed as a function of the nearest-neighbours distance R,
is

φ =
Φtot

N
= 2ε

[
A12

( σ
R

)12

−A6

( σ
R

)6
]

(6.35)

The LJ single-bond potential and the cohesive energy per atom for fcc crystals are compared in
Fig. 6.6 (right), where the reduced units r/σ (or R/σ) and φ/ε are used.
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Figure 6.7: Phase diagram of 4He.

The equilibrium nearest-neighbour distance of the LJ potential for the fcc structure is

R0 = 6

√
2A12

A6
σ = 1.09σ (6.36)

and the corresponding equilibrium cohesive energy per atom is

u0 = −εA
2
6

A12
= −8.6 ε. (6.37)

The theoretical values of R0 and u0 calculated according to the LJ potential are compared with
the experimental values in Table 6.2. The discrepancy increases when the mass decreases, because
of the increasing effect of zero-point energy (see below). For He, no stable solid phase is possible.

6.3.5 Effect of zero-point vibrations
The zero-point vibrational energy per atom of a noble-gas crystal with one atom per primitive cell
is given by (see Chapter 7):

Ezp =
1

N

∑
~qs

1

2
h ν(~qs) (6.38)

where N is the total number of atoms, the sum is over the 3N normal modes labelled by the N
wavevectors ~q and the 3 branch indexes s. An exhaustive evaluation of Ezp would thus require a
full knowledge of the vibrational dynamics of the crystal.
An approximate evaluation of the order of magnitude can anyway be made by the following con-
siderations, concerning a single pair of atoms.
Let the interatomic distance R0 be assumed as an estimate of the maximum positional uncertainty
∆x (certainly an excess estimate). As a consequence of the uncertainty principle, the relative
motion of the atomic pair is characterised by an average linear momentum of modulus p ' h/R0

(uncertainty relation), to which there corresponds a kinetic energy Ezp = p2/2m = h2/2mR0.
Substituting numerical values, one finds

Ezp ' 0.0026 eV for He
Ezp ' 0.0004 eV for Ne

The main reason of the difference is the different mass of the two atoms. These values Ezp can
be compared with the binding energies ε for a pair of atoms listed in the first column of table 6.2.
One can see that Ezp is larger than ε for He, smaller than ε for Ne.

6.3.6 The case of Helium
All inert gases can be liquefied at ambient pressure (1 bar) by lowering the temperature; the boiling
points of 4He and Ne are 4.22 K and 27.1 K, respectively.
By further lowering the temperature, inert gases can be solidified at ambient pressure (the melting
point of Ne is 24.48 K), with the exception of helium. The zero-point energy of He is larger than
the static cohesive energy of the LJ potential at any temperature.
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The phase diagram of 4He is shown in Fig. 6.7. A solid phase of 4He can be obtained only at
pressures P > 25 bar.
The most striking peculiarity of the He phase diagram is the presence of two liquid phases, labeled
He I and He II, respectively. 4He has been liquefied in 1908 for the first time. In 1928 the λ
transition between the two liquid phases was discovered (the name λ reflects the peculiar shape of
the dependence of specific heat on temperature at the transition); in 1938 the super-fluidity of He
II was discovered.
The superfluid phase has a number of striking peculiarities: anomalously low viscosity, negative
thermal expansivity, anomalously high thermal conductivity, Fountain effect, creeping effects, sev-
eral different “sound” waves, quantized vortices.
These behaviours are macroscopic manifestations of quantum effects.

6.4 Ionic crystals
In ionic crystals, the atoms are partially ionised. The ions are held together by Coulomb forces
(isotropic). The fluctuating-dipole London forces are still present, but their contribution is negli-
gible with respect to the Coulomb interaction.
The simplest model of an ionic crystal is represented by an assemby of 2N sperical ions, N with
charge = Ze and N with charge −Ze, respectively. This model is particularly well suited for I-VII
compounds; its goodness progressively decreases when going to II-VI and III-V compounds, where
covalent contributions are not negligible.
Electron charge density maps from X-ray elastic scattering confirm this picture of ionic bonds;
for the I-VII compounds the charge density is confined within spherical regions around the nuclei;
for II-VI and III-V compounds a non negligible charge density appears along the lines connecting
pairs of atoms, indicating the partially covalent character of the bond.

6.4.1 A simple phenomenological approach
Let us consider the atoms of Na (column I of the periodic table, Fig. 6.8) and Cl (column VII).
The energy balance of the ionic bond of an Na–Cl crystal can be calculated through the sequence
of logical steps:

1. Ionisation of each Na atom, leading to the stable [Ne] configuration 1s2 2s2 2p6:
Na + (5.14 eV) → Na++ e−

2. Addition of one electron to each Cl atom, leading to the stable [Ar] configuration: [Ne]
3s23p6:
Cl + e− → Cl− + (3.61 eV)

3. Coulomb attraction between all the ion pairs, which leads to the equilibrium distance within
the crystal:
Na+ + Cl− → NaCl + (7.9 eV per ion pair)

The formation of the two single ions requires an external energy of 1.53 eV.
Globally, the formation of the entire NaCl crystal leads to a gain of 6.37 eV per Na–Cl pair (7.9 eV
due to Coulomb attraction - 1.53 eV necessary to create the ion pair Na+-C− pair).

6.4.2 Ionicity and crystal structure
The Coulomb interaction between ions is isotropic, like the fluctuating-dipole London interaction.
No close-packed crystal structures are however generated by ionic bonds. The main reason is the
alternation of attractive and repulsive long-range Coulomb forces between any ion and the ions
of the surrounding coordination shells (nearest-neighbours, next-nearest-neighbours, and so on).
The condition that each ion is surrounded only by ions of the opposite charge imposes a steric
constraint, so that the maximum coordination number encountered in ionic crystals is z = 8.
Example: Form a two-dimensional arrangement of oppositely charged spheres, trying to realise a

close packing and contemporarily fulfil the requirement that each sphere is surrounded only
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Figure 6.8: An extract of the Periodic Table.

by spheres of the opposite charge.

Besides, when going from I-VII to II-VI to III-V compounds (Fig. 6.8), the ionicity of the bond is
progressively mixed with a covalent contribution, which increases the density of electronic charge
in the regions between ions, thus creating directional bonds and further reducing the coordination
number.
In more details:

a) In I–VII compounds (alkali halides) the atoms are singly ionized and the bond has a strong
ionic character

– a few crystals (CsCl, CsBr and CsI) share the CsCl structure, formed by two inter-
penetrating simple cubic lattices of ions of opposite charge (Fig. 6.9, left); the coordina-
tion number is z = 8;

– the majority of crystals share the NaCl structure, formed by two inter-penetrating fcc
lattices of ions of opposite charge (Fig. 6.9, centre); the coordination number is z = 6;

b) In II–VI compounds, the atoms are doubly ionized

– a number of crystals share the NaCl structure, with z = 6

– other crystals (such as Be compounds, MgTe, CdTe) share the zincblende structure
(Fig. 6.9, right) with z = 4; the low coordination indicates the presence of a mixed
covalent and ionic bond

c) The III-V crystals, such as GaAs, exhibit the zincblende structure, z = 4; the bond shares
ionic and covalent characters.

6.4.3 Potential energy of a single ion pair

The potential energy of an ion pair (e.g. Na+ and Cl−) is the sum of an attractive Coulomb term
and a repulsive term due to the Pauli exclusion principle.
The repulsive term can be represented by different analytical expressions, such as

φrep(r) ' A

r9
, or φrep(r) ' λe−r/ρ (6.39)

(the second expression, where λ� 1 eV, is known as Born-Mayer potential).
The attractive term is the Coulomb energy for an ion pair

φcoul(r) = − 1

4πε0

(Ze)2

r
, (6.40)
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Figure 6.9: From left to right: the CsCl, NaCl and zincblende structures. CsCl: sc Bravais lattice
with two ions of opposite sign per primitive cell in positions (0, 0, 0) and (1/2, 1/2, 1/2). NaCl: fcc
Bravais lattice with two ions of opposite charge at positions (0, 0, 0) and (1/2, 1/2, 1/2). Zincblende:
fcc Bravais lattice with two ions of opposite charge at positions (0, 0, 0) and (1/4, 1/4, 1/4).

Figure 6.10: Coulomb potential energy of a
single pair of Na+ and Cl− ions (continuous
line) and for a pair embedded in a crystal
(dashed line). The bottom of the dashed line
corresponds to the energy necessary to disso-
ciate the crystal into two ions (7.9 eV). The
horizontal dotted line corresponds to the en-
ergy necessary to create two ions starting from
two neutral atoms (1.53 eV). The cohesive en-
ergy is 7.9-1.53=6.37 eV.
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where Ze is the ionic charge. For a singly ionised compound (Z = 1), the Coulomb energy (in eV)
is related to the inter-ionic distance r (in Å) by the numerical relation

φcoul(r) = −14.386

r
(6.41)

In comparison with the fluctuating dipole London interaction, the Coulomb interaction is much
stronger and long ranged.
The resulting potential energy for a single isolated pair of Na+ and Cl− ions, sum of the repulsive
and Coulomb contributions, is represented in Fig. 6.10 as a continuous line. It is evident that only
below r ' 9.5 Å does the attractive Coulomb energy overcome the energy necessary to create the
two ion pairs (horizontal line at -1.5 eV).

6.4.4 Electrostatic cohesive energy – Madelung constant

Let us now calculate the total cohesive energy of an ionic crystal.
Each ion is surrounded by a very large number of coordination shells of alternating charge. For
concreteness, let us consider the case of the NaCl structure (Fig. 6.9, centre). For a given central
ion i of a given charge, the Coulomb contribution to the total energy is given by a sum over all its
coordination shells:

Φ
(i)
coul = − e2

4πε0

1

R

[
6− 12√

2
+

8√
3
− · · ·

]
(6.42)
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where R is the nearest-neighbours distance. The first term within square parentheses is relative
to the z = 6 first-shell ions of opposite charge at the distance R, the second term is relative to the
z = 12 second shell ions of equal charge at the distance R

√
2, and so on.

The sequence of terms within the square parentheses depends on the crystal structure. Its sum is
called the “Madelung constant” α, so that

Φ
(i)
coul = −α e2

4πε0

1

R
. (6.43)

The evaluation of the Madelung constant is far from trivial, due to the long-range character of
the Coulomb forces and to the consequent slow convergence of the series in (6.42). Efficient
calculation schemes have been developed. For the NaCl structure, the Madelung constant has the
value α = 1.7475.
Let us now add a repulsive term, for example

Φ(i)
rep = z λ e−R/ρ , (6.44)

where z is the first-shell coordination number (number of nearest-neighbours, for NaCl z = 6).
To evaluate the total energy, let N be the number of ionic pairs, 2N the number of ions, so that

Φtot =
1

2
2N

[
Φ(i)

rep + Φ
(i)
coul

]
= N

[
z λ e−R/ρ − α e2

4πε0

1

R

]
(6.45)

The sum of the Coulomb attractive potential energy and of the repulsive potential energy for a
pair of Na+ and Cl− ions embedded in a crystal, Φtot/N , is represented in Fig. 6.10 as a dashed
line. The cohesive energy, say the energy necessary to decompose the crystal into neutral atoms
at infinite distance, is the difference between the horizontal dotted and the dashed line.

6.5 Covalent crystals
The covalent bonds are characterised by the sharing of electrons by neighbouring atoms, leading
to high electronic densities along the inter-nuclear distances. These electronic densities can be
experimentally detected by x-ray diffraction experiments. Covalent bonds are strongly directional.
Different approaches have been developed to account for covalent bonds in molecules; they are gen-
erally based on the linear combination of one-electron atomic orbitals (LCAO). These approaches
can be extended to covalent crystals, to gain a qualitative understanding of the origin of their
structure.
An exhaustive quantitative understanding of the electronic properties of covalent crystals, including
for example their electric conductivity, requires a full quantum-mechanical treatment based on the
solution of the Schrödinger equation, supported by symmetry considerations.

6.5.1 Molecular orbital approach
In the molecular orbital (MO) approach, one-electron wavefunctions extending over the entire
molecule are taken as basis functions.
The molecular orbital (MO) approach was considered in Section 5.6 with reference to the CH4

molecule and to the irreducible representations of its symmetry group. There, we found that only
two families of linear combinations of the atomic orbitals of the carbon and oxygen atoms were
compatible with the character table of the Td symmetry group of the molecule: one MO, basis of
the A1 irreducible representation, and three MO, basis of the T2 irreducible representation; the
two MOs correspond to two bonding energy levels, the lowest one (a1) non-degenerate which can
accommodate two electrons, the highest one (t2) of degeneracy three which can accommodate six
electrons.
The extension of the MO method to crystals structures is the basis of the “tight binding” approach
for the calculation of the electron energy band structure.
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6.5.2 Valence orbitals approach

An alternative approach reconstructs the high electron density along the bonding directions of
a given atom (the valence orbitals) starting from the its electronic structure. In a sense, this
approach can be considered as the extension to covalent bonds of the idea of pair interaction.
A key problem is to find all the possible atomic orbitals from which a set of valence orbitals can
be formed, which accounts for the actual structure of the system. The directionality of covalent
bonds is explained in terms of suitable hybridizations of atomic orbitals. This approach allows one
to understand quite directly the origin of the local coordination of atoms in molecules and crystals,
without however giving the possibility of estimating the structure of MOs.
As a simple example, let us consider here the case of carbon.

Carbon: Hibridisation of atomic orbitals

In the ground state, the electron configuration is: 1s2, 2s2, 2p1
x, 2p

1
y, 2p

0
z (Fig. 6.11, top).

By spending an amount of energy of 3.6 eV, it is possible to promote one of the 2s electrons to
the 2pz empty orbital, giving rise to the excited configuration: 1s2, 2s1, 2p1

x, 2p
1
y, 2p

1
z (Fig. 6.11,

bottom).
The binding involves the 2s and 2p atomic orbitals. Neglecting the radial dependences, the angular
dependences of the four orbitals, in standard spherical coordinates, are:

s = 1 , px =
√

3 sin θ cosφ , py =
√

3 sin θ sinφ , pz =
√

3 cos θ . (6.46)

The energy spent for the excitation of a single atom is recovered when the atom is bonded via the
hybridisation mechanism. Let us consider here the sp3 and sp2 hybridisations.

1s 2s 2px 2py 2pz 

Ground state orbitals 

Excited orbitals 

Figure 6.11: Ground state and excited orbitals of carbon atoms.

The sp3 hibridisation

The 2s orbital and the three 2p orbitals of the excited state can be linearly combined to form four
new orbitals

Ψ1 = (1/2) (s+ px + py + pz)

Ψ2 = (1/2) (s+ px − py − pz)
Ψ3 = (1/2) (s− px + py − pz)
Ψ4 = (1/2) (s− px − py + pz) (6.47)

The four new hybrid orbitals have tetrahedral symmetry (Fig. 6.12, left panel), and transform only
among themselves under the symmetry transformations of the Td group: they thus form a basis
for a 4-dimensional (reducible) representation of the Td group.
The sp3 hybrid orbitals can give rise to strong σ bonds with neighbouring atoms, each bond
consisting of two electrons, one for each of the two participating atom.
Examples of tetrahedral sp3 hybridisation are the methane molecule CH4 and the diamond crys-
talline structures of C, Si, Ge.
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Group theory considerations for sp3 hybridisation

The above procedure can be reversed: given the set of bond angles which determines the crystal
structure, the group theory can help in finding the atomic orbitals whose hybridisation can originate
that given structure at the local level.
Let us consider again the character table of the Td group, which is reproduced in Table 6.3.
In order to get tetrahedral bonds, we need valence orbitals which are transformed into themselves
by the symmetry operations of the Td group. Such orbitals are the basis of a 4×4 reducible
representation of the Td group; the characters of such a representation can be evaluated by counting
the orbitals that are unchanged by the different symmetry operations, and are listed in the last
line of Table 6.3.
One can easily check that the 4×4 reducible representation can be decomposed into two irreducible
representations, A1 and T2, whose bases are the s and p orbitals, respectively.

Table 6.3: Character table of the symmetry group Td. The last line contains the characters if the
reducible 4× 4 representation based on the binding σ orbitals of the tetrahedral coordination.

Td e 8C3 3C2 6σ 6S4 orbitals
A1 1 1 1 1 1 s
A2 1 1 1 -1 -1
E 2 -1 2 0 0 (dz2 , dx2−y2)
T1 3 0 -1 -1 1
T2 3 0 -1 1 -1 (px, py, pz)(dxy, dxz, dyz)

Γ(4×4) 4 1 0 2 0

Figure 6.12: Diamond structure and sp3 hybridisation (left); stacking of graphene planes in the
graphite structure and sp2 hybridisation (right).

The sp2 hybridisation

In the sp2 hybridisation, three binding orbitals are created by the linear combination of the 2s and
two 2p atomic orbitals:

Ψ1 = (1/
√

3) [s+
√

2 px]

Ψ2 = (1/
√

3) [s− (1/
√

2) px + (
√

3/2) py]

Ψ3 = (1/
√

3) [s− (1/
√

2) px − (
√

3/2) py] (6.48)

The three new hybrid orbitals have triangular symmetry (Fig. 6.12, right panel) and transform
only among themselves under the symmetry operations of the D3h group; they thus form a basis
for a 3-dimensional (reducible) representation of the D3h group.
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The sp2 hybrid orbitals can give rise to three planar σ molecular orbitals with neighbouring atoms,
corresponding to three strong bonds.
The pz atomic orbital gives origin to a delocalized π molecular orbital.
Example 1: The ethilene molecule C2H4 and the benzene molecule C6H6.
Example 2: Graphene is a two dimensional carbon crystal with honeycomb exagonal structure.

The nearest-neighbours distance is R = 1.42 Å. The delocalised π orbital guarantees high
mechanical strength and high electrical conductivity.

Example 3: Graphite is formed by a stacking of parallel graphene sheets, held together by weak
Van der Waals forces. The distance between the graphene sheets is 3.35 Å.

Group theory considerations for sp2 hybridisation

As for the sp3 hybridisation, even for the sp2 hybridisation the above procedure can be reversed.
Let us consider the character table of the D3h group, which is reproduced in Table 6.4.
In order to get triangular bonds, we need σ valence orbitals which are transformed into themselves
by the symmetry operations of the D3h group. The three σ orbitals are the basis of a 3×3 reducible
representation of the D3h group; the characters of such a representation can be evaluated by
counting the orbitals that are unchanged by the different symmetry operations, and are listed in
the Γσ line of Table 6.4.
One can easily check that the 3×3 Γσ reducible representation can be decomposed into two irre-
ducible representations, A′1 and E′, whose bases are the s and (px, py) orbitals, respectively.
If d orbitals were participating to the bond, other hybridisations could be possible: sd2 = s +
(dxy, dx2−y2), dp2 = dz2 + (px, py) and d3 = dz2 + (dxy, dx2−y2)

Table 6.4: Character table of the symmetry group D3h. Single prime ′ and double prime ′′ refer to
basis functions that don’t or do change sign under σh inversion. The last line contains the characters
if the 3× 3 reducible representation based on the σ orbitals of the triangular coordination.

D3h e σh 2C3 2S3 3C ′2 3σv orbitals
A′1 1 1 1 1 1 1 s, dz2
A′2 1 1 1 1 -1 -1
A′′1 1 -1 1 -1 1 -1
A′′2 1 -1 1 -1 -1 1 pz
E′ 2 2 -1 -1 0 0 (px, py), (dxy, dx2−y2)
E′′ 2 -2 -1 1 0 0 (dxz, dyz)
Γσ 3 3 0 0 1 1

6.5.3 Full quantum approach

The localisation of the density of valence electrons in covalent solids explains their property of
being electrical insulators at T = 0K (as ionic crystals are). A number of covalent crystals, such
as Si and Ge, exhibit weak conductivity when T increases, and are classified as semi-conductors.
The conductivity of semiconductors increases with temperature.

A full understanding of the structural and conductivity properties of covalent (and metallic) crystals
can be obtained from the solution of the Schrödinger equation (6.1), which is facilitated by the
constraints due to the translational symmetry of crystals; the behaviour of the electron wave-
functions in a periodic potential, described in the reciprocal space, leads naturally to the band
structure and to the conductivity properties. This approach is considered in Chapter 9.
We only note here that various approximate methods have been devised for solving the electron
Schrödinger equation in crystals; two limiting approaches are worth to be mentioned:
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1. The nearly free electrons approach, which considers the valence electrons as moving in a
weak periodic field due to the interaction with the ion lattice; this approach is particularly
suitable for metals.

2. The tight binding approach, which extends to the crystals the molecular orbitals formalism;
this approach is particularly fruitful for covalent crystals.

6.6 Metals
Metals are characterised, among other properties, by a high electrical conductivity, of the order
of 108 − 106 S/m. For a comparison, the room-temperature conductivities of some substances are
compared in Table 6.5

Table 6.5: Electrical conductivities of some metals and insulators.

System conductivity unit
copper 5.9× 107 S/m
silicon 1.5× 10−3 S/m
glasses 10−11 − 10−15 S/m
sulfur 10−16 S/m

The high electrical conductivity of metals suggests a high mobility of the valence electrons. The
electrical conductivity of metals decreases when the temperature increases.
The simplest model to explain the electrical conductivity consists in considering the valence elec-
trons as de-localised, forming a gas of free or nearly free particles obeying the Fermi-Dirac statistics.
This crude model can also explain the main features of the electronic contribution to the specific
heat.
The model suggests an appealing explanation for the crystal structure of metals: the electron
gas permeating the lattice structure guarantees the attractive force that brings together the ions.
Contrary to the case of the localised bond in covalent crystals, the de-localised electron gas in
metals gives rise to an isotropic bond.
One can thus expect that metals crystallise in the close-packed fcc or hcp structures, with coordi-
nation number 12 (Fig. 6.13, left and centre). This is actually the case, for example, of Cu, Ag,
Au (fcc) or Be, Mg, Cd (hcp).
Other metals however, such as Fe, Cr and Mo, exhibit the less packed bcc structure, with coordi-
nation number 8 (Fig. 6.13, right), suggesting a non-negligible influence of the directional d atomic
orbitals on the bond formation.
Moreover, polymorphism is frequently found in metal structures; for example, Li and Na are hcp
at low temperatures, bcc at high temperatures. These facts evidence the inadequacies of the free
electron gas model to fully account for all properties of metals.
A deeper understanding of the properties of electrical conductivity of metals and of the differences
with respect to covalent crystals (insulators or semiconductors) requires to take into account the
interaction of electrons with the ion lattice which gives rise to the band structure (Chapter 9).
A further improvement is to take into account the interaction between electrons, which is respon-
sible for important phenomena such as ferro-magnetism. It is now quite well stablished that the
non close-packed structure of some metals is correlated to magnetic properties. As a matter of
fact, it has been recently found that Fe undergoes the bcc to hcp phase transition and loses its
ferromagnetic properties when subjected to a pressure higher than about 13 GPa.

6.7 Hydrogen-bonded solids
A number of organic and inorganic molecules are linked together by the presence of hydrogen ions
in between. Such hydrogen bonds share some properties of both covalent and ionic bonds, with
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Figure 6.13: Atomic coordination in face centred cubic (left), hexagonal close packed (centre) and
body centred cubic (right) structures).

several relevant peculiarities:

1. Hydrogen has a high ionisation potential (13.6 eV); a perfectly ionic bond, based on the
complete ionisation of H, would require a large amount of energy.

2. Only one 1s electron is present in hydrogen. The stable configuration of the 1s shell is 1s2

(He); an hydrogen atom can be involved in only one covalent bond (as in the H2 or H2O
molecules).

3. The hydrogen ion H+ is a just proton, whose size is of the order of 10−15 m, several orders
of magnitude smaller than the size of any other ion.

The water molecule

Oxygen and hydrogen atoms are held together in the water molecule H2O by covalent bonds with
non-negligible ionic character. The electronic configuration of oxygen is 1s2, 2s2, 2p4.
Two of the four 2p electrons of the oxygen atom form covalent bonds with the two hydrogen atoms:
each bond is formed by a pair of electrons, one from oxygen, one from hydrogen. The two bonds
form an angle of 104.45◦. The hydrogen ions (protons) are at a distance of 0.958 Å from the oxygen
nucleus.
The remaining two 2p electrons of the oxygen atoms, not participating to the covalent bonds with
hydrogen, form a “lone pair”.

Liquid and solid water

The hydrogen bond is responsible for the structures of liquid and solid water.
Each oxygen ion of a given molecule can be linked to two hydrogen ions of different molecules, via
the two electrons of the lone pair. Otherwise stated, each water molecule can be connected to up
to four other molecules:

a) two via the hydrogen atoms of the molecule, which are attracted by the electrons of the lone
pairs of other molecules

b) two via the two electrons of the lone pair, which are attracted by the hydrogen ions of other
molecules

The hydrogen bond is weaker that the covalent bond, but stronger than the Van der Waals bond.
That’s why the melting and ebullition points of water are much higher than the corresponding
points of other molecular crystals.
Several different structures are possible for solid water. At ambient pressure, the structure of ice is
hexagonal. The position of protons is not ordered in the crystal structures of ice, giving to different
equivalent configurations and to a residual entropy at T = 0K.
The hydrogen bond is present also in other inorganic and organic compounds; among them one
can cite the DNA molecule, where the hydrogen bond is responsible of folding.
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Figure 6.14: A sketch of the crystal structure of ice. Each oxigen ion (large circles) is covalently
bound to the two hydrogen ions belonging to its molecule, and to two other farther hydrogen ions
belonging to other molecules.

6.8 Non-crystalline solids

Non-crystalline atomic aggregations are frequently found in both natural and man-made materials,
e.g. volcanic lava and windowpanes, respectively.
The interest for non-crystalline solids is increasing, in view of their many possible technological
applications but also because understanding their structural, electronic and vibrational properties
represents a challenge for basic research.

6.8.1 Introduction

Thermodynamics considerations

According to Thermodynamics, the equilibrium state of a pure substance is characterised by the
atomic configurations that give rise to the absolute and local minima of the Gibbs function G(T, p)
with respect to the T and p variables. The absolute minimum corresponds to stable equilibrium;
local minima correspond to metastable states.
Thermodynamic equilibrium states (stable and metastable) correspond to crystal structures (Sec-
tion 6.2). Non-crystalline structures are thermodynamically out of equilibrium.

Structural considerations

Non-crystalline solids are characterised by the lack of long-range order. The experimental signature
of long range order is the presence of Bragg peaks in diffraction patterns (Chapter 11): the degree
of crystallinity of a sample is thus measured by the presence and intensity of Bragg peaks. For a
completely non-crystalline solid, Bragg peaks are absent at all (Fig.6.15).
The analysis of diffraction patterns from crystalline solids allows the reconstruction of the three-
dimensional lattice + basis structure (with some possible limitations due to the so called phase
problem). For non crystalline solids, as for liquids, the analysis of diffraction patterns leads to
one-dimensional statistical descriptions in terms of radial distributions (Section 2.6).
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Figure 6.15: X-ray diffraction pattern of powdered crystalline SiO2 (left) and of amorphous
SiO2 (right). The quantity on the horizontal axis is the magnitude of the scattering vector
K = 4π sin θ/λ, where θ is the scattering angle and λ is the X-ray wavelength.

Even in the absence of long range order, short-range order is always present even in non-crystalline
solids. It is connected to correlations between nearest-neighbour atoms, due to directional bonds
in covalent structures or to close-packing in metallic structures. The short range order is revealed
by the well defined first peak in the radial distribution function RDF (Section 2.6) reconstructed
from diffraction patterns.
In many cases, some forms of medium range order are present too, revealed by the structures of
the RDF beyond the first peak.
Example 1: In glassy silica SiO2, silicon atoms are always coordinated to four oxygen atoms and

each oxygen atom is always coordinate to two silicon atoms, as in crystalline SiO2; the bond
distance and bond angles are however not all perfectly equal.

Example 2: In metallic structures, each atom tends to coordinate the nearest neighbour atoms at
the distance of minimum approach.

6.8.2 Production methods

To obtain a non-crystalline solid, the preparation procedure must be such that the thermodynamic
stable equilibrium cannot be attained. Actually, a number of substances can be found in both
crystalline and non crystalline form (e.g. SiO2 or Ge), depending on the preparation procedure.
Various are the factors that influence the choice of a substance between the crystalline and the
non-crystalline form. Among them, the type of chemical bond and the velocity of the process.
Three broad categories of preparation methods can be distinguished; starting point can be a
disordered phase (liquid or vapour) or an ordered crystalline phase.

1. Fast cooling of a liquid phase.
The formation of the equilibrium crystalline phase at the melting point requires the formation
of small crystalline nuclei and their progressive growth. When the liquid phase is cooled, its
viscosity progressively increases. If the cooling is sufficiently fast, the atomic kinetics which
leads to the process of nucleation and growth is prevented by the increasing viscosity, the
liquid is undercooled and at last it is frozen into a disordered solid structure (glass structure).
The kinetics of atomic rearrangement is easier for non directional bonds (metals) than for
directional covalent bonds. Accordingly, different are the cooling speeds that one should use
to avoid crystallisation.

2. Vapour condensation on a cold surface.
Atoms of one element or a mixture of elements are deposited on a surface (substrate), which
is maintained sufficiently cold to prevent their ordered crystalline arrangement. In general,
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thin amorphous films are produced. If the temperature of the substrate is sufficiently high
and the deposition rate sufficiently low, a crystalline phase is instead formed.
Different method have been devised to obtain the initial vapours from solid sources, from
Joule heating to sputtering with ion beams.

3. Disordering of a crystalline phase.
Amorphisation of a crystalline solid can be achieved by different methods, e.g. impact of fast
ions or neutrons (radiation damage) or mechanical friction or impact of shock waves.

Influence of the chemical bond

Although no simple general rule exists, some general considerations can be made about the relation
between the nature of the chemical bond and the easiness to solidify in a non-crystalline state.
Isotropic bonds represent very little constraints to atomic kinetics, so that the melts of isotropically
bonded solids (such as metals) easily crystallise event at very high cooling rates.
Directional covalent bonds represent an impediment for the atomic rearrangements necessary to
obtain a crystalline state starting from a disordered state.

6.8.3 Glasses

An important category of non-crystalline solids is represented by glasses. Glasses are non-crystalline
solid obtained by solidification from melt through a process that is called “glass transition”.
If the cooling of the melt is fast enough (depending on the material), the liquid can be undercooled
below the fusion temperature Tf (temperature of transition to the crystalline state). When the
undercooled liquid is further cooled, the increased viscosity prevents the crystallisation, and when
the viscosity attains a value of typically 1013 poise (1 poise = 0.1N s/m−2) the substance is frozen
into a state that maintains the topological disorder of the liquid state but is solid for all the other
respects.

Viscosity

The dynamic viscosity of a fluid expresses its resistance to shearing flows. Let us consider a layer
of fluid trapped between two horizontal plates, moving horizontally in the x direction at different
constant speeds. The horizontal shear force per unit area A necessary to maintain the relative
motion can be expressed as

F

A
= η

dvx
dz

, (6.49)

where dvx/dz is the vertical gradient of the horizontal velocity and η is the viscosity coefficient,
which is measured in N sm−2. It is customary to use the old cgs unit, 1 poise = 0.1N sm−2.

The glass transition

The transition to the glassy state is called glass transition. The temperature dependence of the
volume of a system which solidifies from melt is different for different cooling rates. In Fig. 6.16
the glass transition behaviour (continuous lines) is compared with the first-order liquid-solid phase
transition (dashed line) The glass transition is characterised by a glass transition temperature Tg,
which is not as sharply defined as the melting temperature Tm; its value can vary depending on
the cooling rate; one better speaks of a glass transition range around Tg.
Plots similar to Fig. 6.16 can be drawn for the entalpy or the viscosity.
At the glass transition, the specific heat and the thermal expansion coefficient diverge.
The cooling rate required to form a glass depends on the substance and on the type of bonds.
To form a crystal, time has to be allowed to organise the regular lattice structure, breaking and
reconstructing bonds. For covalent substances, obtaining a good crystal generally requires a slow
cooling.
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Figure 6.16: Volume variation for the glass transition (continuous lines) and for a crystalline
solidification (dashed line).

One can expect that it is easier to form crystals from metallic melts (isotropic bonds) than from
covalent liquids (directional rigid bonds).

Oxide glasses

Glasses are easily formed from many oxides. One distinguish

- glass former oxides, such as silica SiO2 or boron oxide B2O3, which form glasses by themselves,
- glass modifier oxides, such as Na2O, which can be added to the former oxides to modify the
chemical and physical properties of the resulting glass.

Let us consider some examples of oxide glasses.

1. Silica SiO2 is one of the most common-glass formers.
Silica can be found in a large number of crystalline polymorphs (α and β quartz, α and β
tridymite,...). All the crystalline structures are formed by Si–O4 regular tetrahedra joined by
the corners in different configurations. Each Si atom is coordinated to 4 O atoms and each
O atom is coordinated to 2 Si atoms.
In the glass form, the structure is still based on Si–O4 tetrahedra connected by the cor-
ners. The tetrahedra are however not perfect and the tetrahedral groups are connected with
random orientations. The structure is generally depicted as a continuous random network
(Fig. ??).
Silica is the main ingredient of most commercial glasses, from windowpanes to containers for
liquids. The glass transition of pure silica is quite high, above 1500K. To reduce the glass
transition and to ameliorate the chemical durability, typically about 25% of the composition
is made by other oxides, such as Na2O, CaO, etc. A typical composition of industrial glasses
could be: 70 SiO2, 20Na2O,10CaO.

2. Boron oxide B2O3 is perhaps the most effective glass former. Actually, B2O3 can be crys-
tallised with great difficulty.
In the glass form, each boron atom is coordinated to 3 O atoms and each O atom is co-
ordinated to 2 B atoms. Several hexagonal boroxol rings have been observed, formed by
alternating corner of B and O.
Boro-silicate glasses, based on silicon and boron oxides and characterised by low thermal
expansivity, are used in chemistry laboratories and for cooking. A typical composition is:
80.6 SiO2, 12.6B2O3, 4.2Na2O, 2.2Al2O3, 0.04 Fe2O3, 0.1CaO, 0.05MgO, 0.1 Cl.
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Figure 6.17: Crystalline structure of SiO2 (left), continuous random network of SiO2 glass (centre),
modified random network of SiO2-Na2O glass (right).

Metallic glasses

The first metallic glasses have been obtained in 1960, by fast cooling (about 106 K/s) of an alloy
Au75Si25 in the form of a thin ribbon. The fast cooling is necessary to prevent the formation of
the crystal structure, eased by the isotropy of the metallic bond. The alloy composition creates
some impediment to crystallisation and helps the glass formation.
During the years, new alloys have been found and the cooling rates have been reduced in some cases
down to 1K/s and bulk metallic glasses (BMG) are now available; generally the large number of
alloy components favour some sort of “confusion effect” that prevents the formation of the regular
crystalline structure.
Amorphous metals can be also created by vapour deposition (again very fast cooling) or by ion
irradiation of crystalline samples.
Among the possible advantages of amorphous metal alloys is the absence of grain boundaries,
which allows a better resistance to corrosion.

6.8.4 Amorphous semiconductors
The production of amorphous semiconductors (e.g. a-Si, a-Ge, a-Se) is generally made by vapour
deposition. The degree of disorder depends on the substrate temperature. A high substrate
temperature favours the movement of adsorbed atoms and the formation of crystalline structures.
In amorphous Si, a large number of atoms is four-coordinated as in the crystal, but some atoms
are only three-coordinated and the fourth bond is ‘dangling’ (Fig. 6.18). Dangling bonds can be
saturated by the insertion of hydrogen.

Figure 6.18: Crystalline structure of Si (left), continuous random network of amorphous Si with
dangling bonds (centre), hydrogenated amorphous Si (right).

6.8.5 Configurational landscape
From the microscopic point of view, we can in principle describe the structure of a non-crystalline
system by a configuration space with 3N dimensions, where N is the number of atoms of the
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system. Each point of the configuration space corresponds to a choice of the cartesian coordinates
of all the atoms.
In spite of its actual impracticability, such an abstract description is the starting point to try to
elucidate some physical properties of non-crystalline materials, and in particular of glasses.
Let us suppose that the atoms interact via a pair potential, for example the Lennard-Jones po-
tential. To each point of the configuration space one can in principle associate a total potential
energy V . Some points of the configuration space are characterised by local minima of the total
potential energy; they correspond to states of microscopic meta-stable equilibrium.
The absolute minimum corresponds to the crystalline structure (macroscopic thermodynamic equi-
librium).

6.9 An introduction to Density Functional Theory (DFT)
Let us now come back to the Schrödinger equation for electrons (6.13) of the Born-Oppenheimer
approximation. In this Section, we omit the term Vnn (ion-ion potential energy) as well as the
indices e when not necessary:

H |Ψ〉 = [Te + Vne + Vee] |Ψ〉 = E |Ψ〉 . (6.50)

For a given ionic configuration {R}, the electron wavefunctions Ψ(~r1, ~r2, . . . ~rn) are defined in a
3n-fold configuration space, where n is the number of electrons.
We focus attention in this Section on the ground-state energy of a system of many interacting
electrons. The ground-state energy is a functional of the wavefunction

E = E [Ψ(~r1, ~r2, . . . ~rn)] . (6.51)

For a large number n of electrons, the solution, even approximate, of the Schrödinger equations
leads to unmanageable wavefunctions.
A dramatic improvement for the calculation of ground-state properties of many-electron systems
is represented by the Density Functional Theory (DFT). In the following we will try to describe
step by step some basic concepts about the DFT and its applications.

6.9.1 Ground state energy and density functional
Let us consider a system of interacting electrons in an external potential, e.g. Vne, due to the
interaction between electrons and ions
According to the Hohenberg and Kohn theorem (1964), the ground-state energy of the many-
electron system can be expressed as the functional of the electronic charge density, which is defined
in the three-dimensional space

E = E [ρ(~r)] . (6.52)

The problem is thus reduced from the evaluation of the wavefunction Ψ(~r1, ~r2, . . . ~rn) to the eval-
uation of the density ρ(~r).
The energy functional can be decomposed as

E [ρ(~r)] =

∫
Ven(~r) ρ(~r) d~r + F [ρ(~r)] , (6.53)

where the first term on the right depends on the external potential, the density functional F [ρ(~r)]
is a universal function of the density, and includes the kinetic energy of the electrons and the
potential energy of the electron-electron interaction.
According to the Hohenberg and Kohn theorem, there is a one to one correspondence between ρ(~r)
and Vne(~r), so that the knowledge of ρ(~r) implies the knowledge of Vne(~r) and thus of the ground
state wavefunction |Ψ(~r)〉.
As a consequence, the density functional F can be expressed as

F [ρ(~r)] = 〈Ψ[ρ]| [Te + Vee] |Ψ[ρ]〉 . (6.54)
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6.9.2 Variational principle

According to a general theorem of Quantum Mechanics, if the number n of particles is constant,
the energy of a system is minimum in correspondence of the ground-state wavefunctions.
The ground state energy can thus be sought by a variational procedure. A typical approach consists
in varying the one-electron wavefunctions in a self-consistent field, with the constraint that the
number of particles is fixed. This approach is used in the Hartree and Hartree-Fock methods for
many-electron atoms.
In the present case, we can expect that the ground-state energy is minimised by varying the density
ρ(~r) with the constraint ∫

ρ(~r) d~r = n . (6.55)

The density can in turn be evaluated from the occupied one-electron orbitals. The next step is
thus to understand how suitable one-electron orbitals can be chosen.

6.9.3 The exchange-correlation energy

The density functional
F [ρ] = Te[ρ] + Vee[ρ] (6.56)

depends on both the kinetic energy and the electron-electron potential energy, both of which are
functionals of the density.
Now, the kinetic energy of a system of interacting electrons and the electron-electron interaction
energy (including the effects of the Pauli exclusion principle) are very difficult to be evaluated.
It is convenient to separate, in the expression of F [ρ], some terms that are easily evaluated:

1. The classical (Hartree) interaction energy between electrons

EHar =
1

2

e2

4πε0

∫
ρ(~r)ρ(~r ′)

|~r − ~r ′|
d~r d~r ′ (6.57)

2. The kinetic energy of a system of non-interacting electrons

Tn.i.[ρ] = − h̄2

2m

occ∑
i

∫
φ∗i (~r)∇2φi(~r) d~r , (6.58)

where the φi(~r) are single-particle orbitals, the sum is over the occupied orbitals, and the
density is

ρ(~r) =

occ∑
i

φ∗i (~r)φi(~r) (6.59)

The ground-state energy can thus be expresed as

E[ρ] =

∫
Ven(~r) ρ(~r) d~r + Tn.i.[ρ] + EHar + Exc[ρ] . (6.60)

The last term Exc[ρ] in (6.60), the exchange-correlation energy, represents our ignorance of F [ρ]
for the interacting system; it contains:

a) the electron-electron interaction energy beyond the classical Hartree term,
b) part of the kinetic energy of the interacting electrons, not accounted for by Tn.i.[ρ].

6.9.4 The Kohn-Sham equations

The problem of evaluating the ground-state energy (6.60) has not yet been solved. To that purpose
we have to
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a) choose a suitable density ρ to which the variational principle could be applied in order to
minimise the ground-state energy

b) estimate the exchange-correlation unknown term Exc .

The first problem (choice of the density ρ) can be solved by considering two systems:

1. the original material system of interest, with interacting electrons moving in the external
potential Vne,

2. a fictitious system, with the same number of non interacting electrons, moving in an effective
one-body potential Veff(~r) = V ′(~r) (whose actual form will be determined below).

The Schrödinger equation for the fictitious system is[
− h̄2

2m
∇2 + V ′(~r)

]
φ′i(~r) = ε′i φ

′(~r) , (6.61)

where φ′i are single-electron orbitals, from which the effective density can be calculated

ρ′(~r) =
∑
i

|φ′(~r)|2 (6.62)

The kinetic energy for the non interacting electrons can then be expressed as a function of the
effective density ρ′(~r) in terms of the eigenvalues ε′i

Tn.i.[ρ
′] =

∑
i

ε′i −
∫
V ′(~r) ρ′(~r) d~r . (6.63)

The ground state energy (6.60) can now be expressed as a functional of the effective density ρ′(~r):

E[ρ′] =

∫
Ven(~r) ρ′(~r) d~r + Tn.i.[ρ

′] + EHar[ρ
′] + Exc[ρ′] (6.64)

According to the variational method, the ground state energy is obtained by varying the one-
electron orbitals and the corresponding effective density in order to obtain δE[ρ′] = 0.
The condition δE[ρ′] = 0 leads to the following expression for the effective potential

Veff(~r) = V ′(~r) = Vne(~r) + VH(~r) +
δExc[ρ]

δρ(~r)
, (6.65)

where

VH(~r) =
e2

4πε0

∫
ρ(~r ′)

|~r − ~r ′|
d~r ′ , (6.66)

and transforms the Schrödinger equations (6.64) for the fictitious system into a set of equations
(Kohn-Sham equations) where the actual potentials appear,[

p2

2m
+ Vne(~r) + VH(~r) + Vxc(~r)

]
φi(~r) = εi φi(~r) , (6.67)

where φi(~r) are one-electron orbitals and the exchange-correlation term Vxc(~r) is defined as the
functional derivative

Vxc(~r) =
δExc[ρ]

δρ(~r)
. (6.68)

According to the Kohn-Sham equations, electrons can thus be viewed as independent particles
moving in the effective potential

Veff(~r) = Vne(~r) + VH(~r) + Vxc(~r) . (6.69)

In principle, if Exc were known, a self-consistent solution of the Kohn-Sham equations would give
the electron density and the ground state energy of the interacting electron system.
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Approximations for Exc

The exchange-correlation energu Exc[ρ(~r)] is generally expressed as

Exc[ρ(~r)] =

∫
ρ(~r) εxc(~r) d~r , (6.70)

where εxc(~r) is an exchange-correlation energy density.
To evaluate the exchange-correlation energy is far from trivial. Relatively simple is the calculation
for a homogeneous electron gas, say an electron gas embedded in a continuous and uniform dis-
tribution of positive charge. To this simple system one makes reference for the two most popular
approximations

1. In the local density approximation (LDA), εxc(~r) is assumed to be a function of ρ(~r)

2. In the generalised gradient approximation (GGA), εxc(~r) is assumed to be a function of ρ(~r)

and of ~∇ρ(~r)

In the LDA approximation, each small volume of the system, into which the density can be consid-
ered as uniform, is assumed to contribute the same εxc as a homogeneous gas at the same density.
The final expression of Vxc is

Vxc(ρ) ∝ ρ1/3 . (6.71)

Note: Only the density ρ and the ground-state energy E have physical meaning. The eigenvalues εi
are simply Lagrange multipliers in the variational procedure , and don’t correspond to actual
excitation energies.
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Chapter 7

Vibrational dynamics

Atomic vibrations are responsible for a wide variety of physical phenomena, such as storage and
transport of energy and thermal expansion; the corresponding quantities are the lattice specific
heat, the lattice thermal conductivity and the coefficient of thermal expansion. Atomic vibrations
affect infrared, Raman and neutron spectroscopies. The interaction between atomic vibrations
and electrons accounts for other phenomena, such as the electrical resistivity of metals and the
superconductivity.
Within the adiabatic approximation (Section § 6.1), the Schrödinger equation for nuclei is

[Tn + V (R)] Φn = E Φn , (7.1)

where V (R) = Ee(R) is the potential energy surface (PES) defined in the configuration space of
the nuclear coordinates R = {R1, R2, . . . , RN}.
The static equilibrium properties of the system correspond to the minimum of the PES. The
vibrational properties depend on the local curvature of the PES near the equilibirum position.
The study of the local curvature of the PES can be made at different levels of approximation: the
harmonic approximation is sufficient to account for the low-temperature behaviour of the vibra-
tional specific heat, the inclusion of anharmonicity is necessary to account for thermal expansion
and for thermal resistivity.
In § 7.1, the harmonic approximation and the anharmonic behaviour are compared for a system with
one degree of freedom. For many-atomic systems, only the harmonic approximation is considered
in § 7.2, leading to the normal modes. In § 7.3 the case of crystals is considered and the advantages
of translational symmetry are exploited. The quantum picture in terms of phonons is introduced
in § 7.4. The constraints on the wavevectors of normal mode, the meaning of the first Brillouin
Zone and the dispersion curves are introduced in § 7.5.

7.1 Two-atomic system (one degree of freedom)
Before considering the dynamical behaviour of many-atomic systems, such as crystals, it is conve-
nient to review some basics on the harmonic approximation and on anharmonicity for the simple
case of a system with one degree of freedom (e.g. a two-atomic molecule).

7.1.1 Power expansion of the potential energy
Let V (r) be the potential energy of a system of two atoms or of two ions (Fig. 7.1, left). If only
small variations of distance with respect to the position r0 of the potential energy minimum (often
referret to as “rest position”) are considered, it is convenient to expand the potential energy in a
Taylor series:

V (r) = V (r0) +

(
dV

dr

)
0

(r − r0) +
1

2!

(
d2V

dr2

)
0

(r − r0)2 +
1

3!

(
d3V

dr3

)
0

(r − r0)3 + · · · (7.2)
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Figure 7.1: Left: realistic potential energy of interaction for a two-atomic system as a function of
the interatomic distance r (the static binding energy V (r0) is not considered). Right: enlarged
view as a function of the displacement u = r− r0 (continuous line); the dotted line is the harmonic
approximation; the dashed line slightly inclined to the right corresponds to the rest distance, the
continuous nearly vertical line corresponds to the average distance (thermal expansion).

- The first term V (r0) is the static binding energy.
- The second term is zero, because the first derivative of the potential energy is zero at the
minimum position.

- The harmonic approximation consists in considering the expansion only up to the second-
order term.

- Higher order terms are called anharmonic terms.

For our present purposes, it is convenient to set V (r0) = 0 and rewrite (7.2) in terms of the ionic
displacements with respect to the rest position u = r − r0 (Fig. 7.1, right), introducing the force
constants ki:

V (u) =
1

2
k0 u

2 + k3 u
3 + k4 u

4 + · · · (7.3)

Here k0 is the harmonic (second order) force constant, ki(i > 2) are the anharmonic force constants.
In general, the third-order force constant is negative, k3 < 0, corresponding to a repulsive branch
of the potential energy steeper than the attractive branch.

7.1.2 The harmonic approximation
Although no realistic potential energy is truly harmonic, the harmonic approximation V (u) =
k0u

2/2 is very important, for a number of reasons.

- The Schrödinger equation of the harmonic oscillator can be exactly solved, leading to the
quantisation of energy levels En = (n+ 1/2)h̄ω0, where ω0 =

√
k0/µ.

- The harmonic approximation allows a good reproduction of the main features of several
important thermal properties of matter, such as specific heats.

- The harmonic approximation is a good starting point for treating anharmonic effects (quasi-
harmonic approximation, perturbative approaches).

Classical harmonic oscillator

The dynamical state of a classical harmonic oscillator is defined by the values of position u and
momentum p = mdv/dt, which can be both derived from the equation

u(t) = A cos(ω0t) + φ , where ω0 =
√
k0/µ . (7.4)

The quantity ω0 is independent of the amplitude A and corresponds to the angular frequency of
oscillations.
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The total energy is the Hamiltonian

H = E =
p2

2µ
+

1

2
µω2

0u
2 =

1

2
µω2

0A
2 (7.5)

where µ is the reduced mass of the two-atomic system.
From (7.4) and (7.5), one can easily calculate the average values

〈u〉 = 0 , 〈u2〉 =
A2

2
= E/µω2

0 . (7.6)

The average distance is equal to the rest distance:

〈r〉 = r0 + 〈u〉 = r0 . (7.7)

Quantum harmonic oscillator

The dynamical state of a quantum harmonic oscillator (§ 7.6.1) is characterised by the eigenvector
|n〉 of the Hamiltonian H0, which is contemporarily eigenvector of the number operator N = a†a
The dynamical state is thus characterised by the number n of energy quanta h̄ω0. The total energy
of state |n〉 is

En = (1/2 + n) h̄ω0 . (7.8)

If the harmonic oscillator is in a stationary state |n〉, there is no information on the position u(t).
One can anyway calculate the average values of u and u2; one finds (see § 7.6.1) that, as for the
classical approximation,

〈u〉 = 0 , 〈u2〉 = En/µω
2
0 . (7.9)

Note 1: For the quantum oscillator in a stationary state |n〉, it makes no sense to consider ω0 as
an oscillation frequency, since one doesn’t know the law u(t).

Note 2: It is worth remembering that the true dissociation energy D of a two-atomic molecule is
determined by the joint effect of the static binding energy and of the zero-point energy:

D = −V (r0)− h̄ω0/2 = |V (r0)| − h̄ω0/2 . (7.10)

Classical statistics of the harmonic oscillator

Let us now consider a canonical ensemble of harmonic oscillators at a temperature T = 1/kBβ,
and evaluate the average value 〈u〉 and the mean square displacement 〈u2〉, first in the classical
approximation, then for the quantum case.
In the classical approximation, the average energy of a harmonic oscillator is connected to the
temperature by the equipartition theorem, and is thus proportional to T :

〈E〉 = kBT = 1/β . (7.11)

The average displacement from the equilibrium position is (see § 7.6.3)

〈u〉 =

∫
u exp[−βV (u)] du∫
exp[−βV (u)] du

= 0 , (7.12)

where V (u) = k0u
2/2. There is no thermal expansion.

The mean square displacement is

σ2 = 〈u2〉 =

∫
u2 exp[−βV (u)] du∫

exp[−βV (u)] du
=
kBT

k0
=
〈E〉
µω2

0

, (7.13)

proportional to the temperature (and to the energy) and inversely proportional to the force constant
k0 (Fig.7.2, right panel, dashed line).
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Quantum statistics of the harmonic oscillator

The average energy of the harmonic oscillator in the energy representation is (see § 7.6.3)

〈H0〉 = Tr(H0w) =
1

Z0
Tr
(
H0 e

−βH0
)

= h̄ω0

[
1

2
+

1

eβh̄ω0 − 1

]
. (7.14)

where w is the statistical density operator

w =
1

Z0
e−βH0 (7.15)

and Z0 is the partition function for the harmonic oscillator

Z0 = Tr (e−βH0) =
e−βh̄ω0/2

1− e−βh̄ω0
. (7.16)

The probability density for the displacement u has a gaussian shape centred on 〈u〉 = 0:

ρ(u) = (1/σ
√

2π) e−u
2/2σ2

. (7.17)

The moments of the distribution can be calculated as (see § 7.6.3)

〈uk〉 =
1

Z0
Tr (uke−βH0) =

1

Z0

∞∑
n=0

〈n|uk|n〉 e−βEn . (7.18)

One can see that
〈u〉 = 0 , (7.19)

(there is no thermal expansion) and that the mean square displacement is

σ2 = 〈u2〉 =
h̄

µω0

[
1

2
+

1

eβh̄ω0 − 1

]
=
〈E〉
µω2

0

. (7.20)

For T → ∞, σ2 tends to the classical limit kBT/k0 (Fig.7.2, right panel, continuous line). For
T → 0, instead, the quantum behaviour is at variance with the classical behaviour:

σ2 → σ2
0 = h̄/2

√
k0µ = h̄/2µω0 (7.21)

7.1.3 Anharmonicity effects
Approximate classical approach

An introductory idea of the main effects of anharmonicity can be gained by considering a single
oscillator with a weak third-order term in the potential energy

V (u) =
1

2
k0 u

2 + k3 u
3 , (7.22)

where k3 < 0, and looking for an approximate classical solution of the equation of motion.
Note: A purely cubic potential (7.22) would lead to system instability for large enough oscillations;

a suitable fourth-order term is necessary to guarantee stability. We consider here only the
cubic term for simplicity, with the basic assumption that oscillations are sufficiently weak to
guarantee the stability.

The classical acceleration is

ü =
F

µ
= −k0

µ
u− 3k3

µ
u2 = −ω2

0 u− s ω2
0 u

2 (7.23)
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Figure 7.2: Bromine molecule, thermodynamic quantities calculated from the force constants of
an anaharmonic potential, determined by spectroscopic investigations (k0 = 15.28 eV/Å2, k3 = -
10.96 eV/Å3, k4 = 6.6 eV/Å4). Left: potential energy: only harmonic approximation (dashed line)
and including the third order term (continuous line); the contribution of the fourth order term
cannot be appreciated. Centre and right: thermal expansion 〈u〉 and variance 〈u2〉; dashed line:
first-order classical approximation; dotted line: second-order classical approximation; continuous
line: first-order quantum approximation.

where s = 3k3/k0. The relevance of the cubic term of the potential energy increases when the
amplitude A of the vibrations increases. The assumed weakness of the cubic term corresponds to
the condition sA� 1.
The simplest correction to the harmonic oscillator solution is of the form

u(t) = u0 +A [cos(ωt) + η cos(2ωt)] , (7.24)

where the oscillation centre u0 and the frequency ω are a-priori unknown and the anharmonicity
is supposed to introduce a weak oscillating perturbation (η � 1) with frequency 2ω. By inserting
(7.24) into (7.23), taking into account that η � 1 and sA � 1 and considering only the leading
terms terms, one gets two important results:

1. The centre of oscillation u0 depends on the amplitude A according to

u0 = −3k3

2k0
A2 > 0 (7.25)

When the amplitude A increases, the average distance increases (k3 is negative), say there is
a bond expansion:

〈r〉 = r0 + 〈u〉 = r0 + u0 = r0 −
3k3

2k0
A2 (7.26)

2. The frequency of oscillations decreases when the amplitude A increases, according to

ω2 = ω2
0(1− s2A2) (7.27)

By substituting A2 from (7.25) in (7.27) one finds

ω2 = ω2
0

(
1 +

6k3

k0
u0

)
(7.28)

To first approximation, thus, the decrease of frequency is proportional to the thermal expansion
u0. In general, the relation between thermal expansion and frequency is not linear. For some
applications, one can consider the oscillator as if it where harmonic, the only effect of anharmonicity
being the variation of frequency (quasi-harmonic approximation).
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Approximate quantum approach

The quantum approach is based on considering the anharmonic terms of the potential energy as
a perturbation with respect to the harmonic oscillator. Let us consider again only the third-order
anharmonic term.
Making use of the formalism of creation and annihilation operators, one can show (see § 7.6.2) that

1. The energy levels are down-shifted with respect to the harmonic levels, the extent of the
shift increasing with the quantum number n. This fact corresponds to a reduction of the
frequency of the fundamental absorption or emission line of the harmonic oscillator, and to
the appearance of less intense satellite lines.

2. The eigenfunctions of the level En are now a linear combination of the harmonic oscillator
eigenfunctions |n〉, |n+ 1〉, |n− 1〉, |n+ 3〉, |n− 3〉.
As a consequence, the position and momentum operators u and p can have non-zero matrix
elements for eigenstates of the Hamiltonian, which are superpositions of harmonic eigenstates
with different quantum numbers.
In particular, one can show that 〈u〉 6= 0.

Classical statistics of the anharmonic oscillator

For a canonical ensemble of classical anharmonic oscillators, the average values of 〈u〉 and 〈u2〉 are
calculated trhough (7.12) and (7.13), respectively, where now the potential energy V (u) includes
the anharmonic terms (7.3). One finds that the average displacement is

〈u〉 = − 3k3

k2
0

kBT −
3k3

k4
0

(
45k2

3

k0
− 32k4

)
(kBT )2 + ... (7.29)

To first order, 〈u〉 is positive (k3 < 0): there is a positive thermal expansion which linearly depends
on temperature (Fig.7.2, central panel, dashed line). The second-order correction is proportional
to T 2, and is generally quite small (Fig.7.2, central panel, dotted line).
The mean square displacement is

〈u2〉 =
kBT

k0

[
1 +

3

k2
0

(
12k2

3

k0
− 4k4

)
(kBT ) + ...

]
(7.30)

To first order, one recovers the same expression as for the harmonic oscillator,

〈u2〉 = 〈A2〉/2 = kBT/k0 , (7.31)

(see Fig.7.2, central panel, dashed line). The frequency is again ω0 = (k0/µ)1/2.
The second order correction is proportional to T 2 (Fig.7.2, central panel, dotted line) and is
generally positive. Neglecting the contribution of k4, the second order correction gives a softening
of the force constant with respect to the harmonic value k0, corresponding to a progressive reduction
of the frequency when T increases:

ω2
0 → ω2 = ω2

0

[
1−

(
36k2

3

k3
0

)
kBT

]
(7.32)

Two important consequences of the third-order term in the potential energy expansion are thus
the following:

1. There is thermal expansion, positive if k3 < 0. Within the classical approximation, to first
order the thermal expansion is proportional to T .

2. The frequency of oscillations decreases when the temperature increases.
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Quantum statistics of the anharmonic oscillator

The hamiltonian operator for the anharmonic oscillator can be expressed as the sum

H = H0 +H1 , (7.33)

where

H0 = p2/2µ+ k0u
2/2 is the harmonic Hamiltonian

H1 = k3u
3 + k4u

4 + . . . is the contribution of anharmonicity.

In the statistical density operator, H0 is substituted by H: the factor exp(−βH0) is substituted
by exp(−βH)

w =
1

Z
e−βH , Z = Tr(e−βH) (7.34)

and eq. (7.18) for the moments 〈uk〉 becomes

〈uk〉 =
1

Z
Tr (uke−βH) . (7.35)

One can easily see that the un-normalized statistical density operator w̃ = e−βH obeys the differ-
ential equation

∂

∂β
e−βH = −H e−βH . (7.36)

The initial condition is that for β = 0 (say for T =∞) w̃ = e−βH = 1, corresponding to a uniform
distribution over all the available energy states.
Note: It is worth noting that (7.36) is formally similar to the time-dependent Schrödinger equation,

provided the substitution β → it/h̄ is made.
Eq. (7.36) can be exactly solved for the harmonic Hamiltonian. The statistical quantum approach
to anharmonicity is based on considering the anharmonic part H1 as a small perturbation with
respect to the unperturbed harmonic Hamiltonian H0, whose eigenvalues En and eigenvectors |n〉
can be exactly calculated.
Let us consider the derivative

∂

∂β

[
e−βH eβH0

]
= − eβH0 H1 e

−βH (7.37)

Integrating from β′ = 0 to β′ = β and taking into account the initial condition for β = 0, one
finds that, within the perturbative approach, exp(−βH) is related to exp(−βH0) by the integral
equation

e−βH = e−βH0

[
1−

∫ β

0

eβ
′H0 H1 e

−β′H dβ′

]
. (7.38)

The first order solution is obtained by imposing H = H0 in the last factor within the integral,

e−βH ' e−βH0

[
1−

∫ β

0

eβ
′H0 H1 e

−β′H0 dβ′

]
. (7.39)

The factor exp(−βH) obtained from the solution to (7.39) can be inserted into (7.38) to obtain a
second-order approximation; and so on.
The first-order approximation gives

Tr
[
uk e−βH

]
' Tr

[
uk e−βH0

(
1−

∫ β

0

eβ
′H0 H1 e

−β′H0 dβ′

)]
(7.40)

and
1

Z
' 1

Z0

[
1 +

1

Z0
Tr

(
e−βH0

∫ β

0

eβ
′H0 H1 e

−β′H0 dβ′

)]
(7.41)
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By calculating the integrals using En and |n〉 from H0, one obtains

〈uk〉 ' 1

Z0

∑
n

e−βEn 〈n|uk|n〉

+
1

Z0

∑
n,n′

e−βEn − e−βEn′
En − En′

〈n|uk|n′〉〈n′|H1|n〉

+
β

Z2
0

∑
n

e−βEn 〈n|uk|n〉
∑
n′

e−βEn′ 〈n′|H1|n′〉

(7.42)

where for n = n′ the 0/0 factor in the second term should be replaced by

e−βEn − e−βEn′
En − En′

= −β e−βEn . (7.43)

To first order, one finds that the thermal expansion expansion is

〈u〉 ' −3k3

k0

h̄

µω0

[
1

2
+

1

exp(h̄ω0/kBT )− 1

]
= −3k3

k0
σ2

0 . (7.44)

where σ2
0 is the variance of the harmonic oscillator; the difference with respect to the classical

behaviour is evident in Fig. 7.2 (central panel, continuous line).
As for the variance 〈u2〉, to first order one finds again the variance of the harmonic oscillator
(Fig. 7.2, right panel, continuous line):

σ2 = 〈u2〉 ' σ2
0 =

h̄

µω0

[
1

2
+

1

eβh̄ω0 − 1

]
=
〈E0〉
µω2

0

. (7.45)

Note: It is worth to note the formal similarity between (7.38) and the integral equation for the
time evolution operator

U(tf , ti) = U0(tf , ti) +
1

ih̄

∫ tf

ti

U0(tf , t)Hint U(t, ti) dt (7.46)

which is at the base of the time-dependent perturbation theory; here U0 is the evolution
operator of a stationary state

U0(tf , ti) = e−iH0(tf−ti)/h̄ , U0(tf , t) = e−iH0(tf−t)/h̄ (7.47)

and the initial condition is U(ti, ti) = 1.

7.1.4 Final remarks
In both the classical approximation and the quantum treatment, one finds that the inclusion of
anharmonic terms

a) produces only slight variations to the energy and to the variance of the distribution; as a
consequence, the harmonic approximation is very effective in predicting the specific heats
and the mean square atomic displacements;

b) is necessary to account for thermal expansion.

A note on nomenclature

It is convenient, in view of the applications to many-atomic systems, to distinguish the three
different inter-atomic distances introduced above.

1. The rest distance r0 corresponds to the minimum of the static potential energy V (r); it is a
constant, independent of temperature.
The expression “rest distance” is conventional; it refers to a classical distance for T = 0.
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2. The instantaneous distance r(t) is variable with time.
3. The average distance is 〈r(t)〉 = r0 + 〈u(t)〉.

- In the harmonic approximation, 〈u〉 = 0 and 〈r(t)〉 = r0, the average distance coincides
with the rest distance.

- As an effect of anharmonicity, the average distance is different from the rest distance
and depends on temperature.

7.2 Many-atomic systems
Let us now consider a system composed of N atoms: a molecule, a nano-cluster, a crystal, a non-
crystalline solid. In this Section 7.2 we neglect the possible presence of translational symmetry,
which is taken into account in Section 7.3.
Let the atoms of the system be labeled by the integer number m and let ~r(m) be te position of
atom m. The potential energy surface (PES) V [{~r(m)}], introduced in Section 6.1, is defined in
the 3N -dimensional configuration space (m = 1, 2, . . . ,N ).
Our goal is here to study the oscillations of the system around the equilibrium configuration
(minimum of the PES) due to zero-point energy and to thermal excitations at finite temperature.
These oscillations of the whole system in the configuration space are connected to the oscillations
of single atoms around their equilibrium positions in the real space. The instantaneous position
~r(m) of atom m is connected to the equilibrium position {~R(m)} by

~r(m) = ~R(m) + ~u(m) , (7.48)

where ~u(m) is the instantaneous displacement.

7.2.1 Expansion of the potential energy
If the atomic displacements ~u(m) are small, the potential energy of V [{~r(m)}] of the system can be
expanded as a power series of the atomic displacements about their average (equilibirum) positions
(Born-von Karman expansion):

V [{~r(m)}] = V0 + V1 + V2 + V3 + · · · (7.49)

The zero-order term
V0 = V

[
{~R(m)}

]
(7.50)

is the potential energy corresponding to the average configuration {~R(m)} of the system.
The first-order term is

V1 =
∑
αm

Φ(αm)uα(m) , (7.51)

where α = x, y, z labels the cartesian coordinates and the quantities

Φ(αm) =

[
∂V

∂uα(m)

]
{~R}

(7.52)

are the first-order coupling parameters. Here and below, the derivatives are calculated at the
equilibrium configuration {~R(m)}.
The second-order term is

V2 =
1

2

∑
αm
α′m′

Φ
( αm
α′m′

)
uα(m)uα′(m

′) (7.53)

where the quantities

Φ
( αm
α′m′

)
=

(
∂2V

∂uα(m) ∂uα′(m′)

)
{~R}

(7.54)
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are the second-order coupling parameters.
As a consequence of the invariance of second partial derivatives with respect to the order of
derivation, the second-order coupling parameters are invariant with respect to the exchange of
the indices:

Φ
( αm
α′m′

)
= Φ

(
α′m′

αm

)
(7.55)

The third-order term is

V3 =
1

3!

∑
αm
α′m′
α′′m′′

Φ

 α m
α′m′

α′′m′′

 uα(m)uα′(m
′)uα′′(m

′′) , (7.56)

where

Φ

 α m
α′m′

α′′m′′

 =

(
∂3V

∂uα(m) ∂uα′(m′) ∂uα′′(m′′)

)
{~R}

(7.57)

are the third-order coupling parameters.

And so on with higher order terms.

7.2.2 Harmonic approximation

The harmonic approximation consists in truncating the Taylor expansion (7.49) at the 2nd-order
term V2 (quadratic in the atomic displacements).
In the harmonic approximation, the average (or equilibirum) atomic positions {~R(m)}, around
which atoms vibrate, are equal to rest positions {~R0(m)}, which correspond to the minimum of
the potential energy surface. As a consequence, the first order term (7.51) is zero, V1 = 0.
For an anharmonic system, the average positions ~R(m) are different from the rest positions
{~R0(m)} and are a priori unknown.

In this Chapter 7, we restrict our attention to the harmonic approximation for the vibrational
dynamics of solids, beginning with the general case in this Section 7.2 and then considering the
crystal case in Section 7.3. Some anharmonicity effects are considered in Chapter 8.
As usual, we start from the classical approach and introduce the normal modes of vibrations. The
quantisation of normal modes is made as a second step, and is here considered for the case of
crystals Section 7.4.
Note: The harmonic approximation here considered refers to the Taylor expansion of the potential

energy of the whole many-atomic system. It doesn’t imply that the pair interactions between
single atoms can be considered harmonic.

7.2.3 Dynamical equations and harmonic coupling parameters

Hamiltonian function

The kinetic energy of the system is

T =
1

2

∑
αm

Mm u̇
2
α(m) , (7.58)

where Mm is the mass of atom m, so that the harmonic Hamiltonian of the system is

H = V0 +
1

2

∑
αm

Mm u̇
2
α(m) +

1

2

∑
αm
α′m′

Φ
( αm
α′m′

)
uα(m)uα′(m

′) . (7.59)
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Forces

The force acting on atom m in direction α is

Fα(m) = − ∂V2

∂uα(m)
= −

∑
α′ m′

Φ
( αm
α′m′

)
uα′(m

′) . (7.60)

Equation (7.60) expresses the force acting on atom m as the sum of the contributions from the
interactions with all the other atoms.
Note: The expression (7.53) contains both quadratic terms , such as

1

2

∑
αm
αm

Φ
(αm
αm

)
u2
α(m) ,

1

2

∑
α′m′
α′m′

Φ

(
α′m′

α′m′

)
u2
α′(m

′)

and cross-product terms, such as

1

2

∑
αm
α′m′

Φ
( αm
α′m′

)
uα(m)uα′(m

′) ,
1

2

∑
α′m′
αm

Φ

(
α′m′

αm

)
uα′(m

′)uα(m) .

Because of the invariance (7.55) with respect to the exchange of indices, the cross terms are
two by two equal, so that the factors 1/2 disappear in (7.60).

Meaning of coupling parameters

To grasp the physical meaning of the harmonic coupling parameters, let us choose a central atom
m at rest and assume that all other atoms are at rest, with the exception of only one atom (m′),
which is displaced by uα′(m′) along the α′ direction. From (7.60), the α component of the force
on m is

Fα(m) = −Φ
( αm
α′m′

)
uα′(m

′) . (7.61)

Each coupling parameter Φ
(
αm
α′m′

)
is thus the opposite of the force exerted on atom m in direction

α when the atom m′ is displaced a unit distance in direction α′, all other atoms remaining fixed.
According to (7.60), the force acting on a given atom depends on the contributions of all the atomic
displacements, including the displacement of the atom m itself.
Note: In principle, the coupling parameters connect each atom m with all other atoms m′ of the

crystal. Actually, in many cases only the coupling parameters connecting atoms at relatively
short distances are relevant.

Problem: Consider a linear chain of atoms connected by springs of elastic constant k. Evaluate
the coupling parameters Φ(`, `′), for `′ = `, `− 1, `+ 1, `− 2, `+ 2. Express the corresponding
contribution (7.53) to the potential energy. Calculate the contribution F (`) to the force on
atom ` due to the displacement of: atom ` itself, atoms `− 1, `+ 1, `− 2, `+ 2.

Constraint of the coupling parameters

Let us consider a rigid movement of the whole system, where all atoms undergo the same displace-
ment ~u of components uα′ . The force on the generic atom m induced by the equal displacements
of all the atoms has to be zero:

0 = Fα(m) = −
∑
α′m′

Φ
( αm
α′m′

)
uα′(m

′) = −
∑
α′

uα′
∑
m′

Φ
( αm
α′m′

)
(7.62)

Since the displacement uα′ is arbitrary, (7.62) gives∑
m′

Φ
( αm
α′m′

)
= 0 . (7.63)
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From this equality, we can obtain, for the coupling parameters where m′ = m:

Φ
(αm
α′m

)
= −

∑
m′ 6=m

Φ
( αm
α′m′

)
. (7.64)

Physically, (7.64) means that displacing the atom m by a unit distance in a given direction, all
other atoms staying at rest, has the same effect as displacing all the other atoms by an opposite
unit distance, the atom m staying at rest.

Problem: Verify (7.64) for the case of the linear chain of the previous problem.

Dynamical equations

By solving the Hamilton equations, one obtains that the classical dynamical equation for the α-th
component of the displacement of atom m (of mass Mm) is

Mm üα(m) = −
∑
α′m′

Φ
( αm
α′m′

)
uα′(m

′) (7.65)

There are 3N such dynamical equations, three for each atom m. Globally, they form a system of
3N coupled equations corresponding to 3N coupled harmonic oscillators.

Solutions of the dynamical equations

The system of equations (7.65) describes the behaviour of 3N coupled harmonic oscillators. It is
thus reasonable to seek solutions of the oscillatory type

uα(m, t) =
1√
Mm

Re
[
wα(m) e−iωt

]
(7.66)

The amplitudes wα(m) are complex quantities, to account for the possible phase relationships
between the displacements of different atoms, and depend both on the dynamical equation and on
the initial conditions.
In (7.66), the mass Mm appears explicitly, for symmetry reasons that will be made clear below.
By substituting the values uα(m, t) of (7.66) into the dynamical equation (7.65) one gets

−
√
Mm ω

2 wα(m) e−iωt = −
∑
α′m′

Φ
( α m
α′ m′

) 1√
Mm′

wα′(m
′) e−iωt. (7.67)

7.2.4 Interaction matrix and normal modes
By introducing the mass-adjusted coupling parameters

D0
( α m
α′ m′

)
=

Φ
(
α m
α′ m′

)
√
MmMm′

, (7.68)

equations (7.67) can be rewritten as

ω2 wα(m) −
∑
α′m′

D0
( α m
α′ m′

)
wα′(m

′) = 0 (7.69)

Equation (7.69) is representative of a system of 3N coupled equations.
By considering

- the terms wα(m) as elements of a 3N -size column vector U ,
- the terms D0

(
α m
α′ m′

)
as elements of a 3N ×3N matrix, the mass-adjusted interaction matrix

(or real-space dynamical matrix) D0,
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the system of dynamical equations (7.69) can be synthesised as a matrix equation:

ω2 U = D0 U (7.70)

or more explicitly

ω2


· · ·

wα(m)
· · ·
· · ·

 =


· · · · · · · · · · · ·
· · · · · · D0

(
α m
α′m′

)
· · ·

· · · · · · · · · · · ·
· · · · · · · · · · · ·




· · ·
· · ·

wα′(m
′)

· · ·

 (7.71)

Eigenfrequencies and eigenvectors

The solution of (7.71) is a typical eigenvalue problem. By imposing that the secular determinant
is zero, det[D0 − ω2I] = 0, one obtains an algebraic equation, whose solution gives in principle

→ 3N eigenfrequencies ωj (j = 1, 2, . . . , 3N ), corresponding to 3N independent normal modes.
The number of normal modes is three times the number of atoms in the system.

The invariance of the force constants with respect to the exchange of indices (7.55) ensures that the
real-space dynamical matrix D0 is symmetric, and the eigenvalues are real. The physical meaning
requires that the eigenvalues ω2 are non-negative quantities.

For each eigenfrequency ωj , say for each normal mode, (7.71) gives an eigenvector Uj with 3N
components describing the relative amplitudes and the phase relationships of the atomic motions
corresponding to the normal mode.
In total there are thus

→ 3N eigenvectors Uj , each one with 3N components.

By this treatment, the coupled motions of N atoms are described in terms of 3N independent
harmonic oscillators.
The practical solution of (7.71) is difficult for a large number N of atoms, e.g. for large molecules
or nanoclusters. It represents an impossible task for a crystal: a dramatic improvement is however
obtained if one takes into account the translational symmetry of the crystal.

Degrees of freedom and vibrational modes

A three-dimensional system of N atoms has 3N degrees of freedom. Of these:

a) 3 are related to translation of the whole system
b) 3 are related to rotations of the whole system (only 2 for linear molecules)
c) the remaining 3N − 6 are related to vibrations (3N − 5 for linear molecules)

For free molecules, the normal mode analysis leads to zero frequency for the modes corresponding
to translation of rotation of the whole molecule.

Example 1: Water molecule H2O.
3 atoms, 9 degrees of freedom, non-linear molecule.
3 translational degrees of freedom and 3 rotational degrees of freedom.
3 vibrational modes: symmetric stretching, asymmetric stretching and scissor bending.

Example 1: Carbon dioxide molecule CO2.
3 atoms, 9 degrees of freedom, linear molecule.
3 translational degrees of freedom and 2 rotational degrees of freedom.
4 vibrational modes: symmetric stretching, asymmetric stretching, two bending modes.
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A1#

A2# E#

E#

Figure 7.3: Planar triangular molecule. Left: directions of atomic displacements. Centre: non-
degenerate normal modes, bases of A1 and A2 irreducible representations. Right: two-fold degen-
erate normal modes, bases of E irreducible representations.

7.2.5 Degenerate modes and group representation

It can happen that different normal modes are characterised by the same frequency; these normal
modes are said to be degenerate.
Degenerate normal modes share the same frequency but are characterised by different eigenvectors.

As the degeneracy of quantum energy levels (Section 5.6), even the degeneracy of normal modes
corresponds to the dimensionality of the irreducible representations of the symmetry group of the
system.
As a simple example, let us consider a triangular molecule, whose symmetry transformations form
the C3v group (e.g. the basal plane of the ammonia molecule). The system is planar; the atomic
displacements with respect to the equilibrium positions can be represented by six components, two
for each atom. There are thus six normal modes, each one characterised by a different eigenvector,
say a different pattern of atomic displacements.
The choice of the directions of the atomic displacements is to some extent arbitrary; a clever choice
can however simplify the calculations. For each atom, it is convenient to choose the radial direction
and the direction perpendicular to it (Fig. 7.3, left).
These six displacement coordinates represent a 6-dimensional basis Γ6×6 for the C3v group. The
characters of the symmetry transformations in the Γ representation can be easily evaluated and
are listed in the last line of Table 7.1. It is easy to verify that the representation is reducible and
can be decomposed as Γ6×6 = A1 +A2 + 2E, say into four irreducible representations.
This means that there are only four different eigenfrequencies ω, two corresponding to non-
degenerate normal modes, two corresponding to two two-fold degenerate normal modes.
A further analysis shows that

1. The basis of the A1 representation is a breathing mode, where all atoms vibrate in phase in
the radial direction (Fig. 7.3, top centre).

2. The basis of the A2 representation is a mode where all atoms rotate in phase; for a free
molecule this mode has zero frequency and is of no interest for vibrational dynamics (Fig. 7.3,
bottom centre).

3. The bases of one of the E representations are two translational modes in normal directions,
which are mixed by the symmetry transformation of the molecule; for a free molecule these
modes have zero frequency (Fig. 7.3, top right).

4. The bases of the other E representation are two modes with relatively complicated displace-
ment patterns, which are mixed by the symmetry transformations of the molecule (Fig. 7.3,
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bottom right).

Table 7.1: Character table of the symmetry group C3v. The last line contains the characters of
the representation base on the six displacements described in the text.

e 2C3 3σv
A1 1 1 1
A2 1 1 -1
E 2 -1 0

Γ6×6 6 0 0

7.3 Vibrational dynamics of crystals
For crystals, in order to exploit the translational symmetry, it is convenient to factorize the total
number N of atoms as N = Nn, where N is the number of primitive cells, n is the number of
atoms per primitive cell.
The positions of atoms are labelled by two indices, ` for the primitive cells and κ for the positions
inside the cell:

~R(m) = ~R(`κ) = ~R(`) + ~R(κ) (7.72)

1. The positions of the primitive cells are given by the Bravais lattice vectors
~R(`) = `1~a1 + `2~a2 + `3~a3 (7.73)

where `1, `2, `3 are integer numbers. The index ` labels the primitive cells: ` = 1, . . . , N .
2. The positions of the atoms inside a primitive cell are given by

~R(κ) = x1~a1 + x2~a2 + x3~a3 (7.74)

where x1, x2, x3 are fractional coordinates. The index κ (the Greek letter kappa) is unneces-
sary for Bravais crystals, say for crystals with one atom per primitive cell (such as Cu, Ag,
Au or the noble gas solids).

Note: When studying the effects of atomic vibrations (“lattice dynamics”), one considers only
primitive cells, not conventional cells.

Crystal potential energy

The potential energy of the crystal V [{~r(`κ)}] is defined in a 3nN -dimensional configuration space.
Atoms oscillate around the average positions {~R(`κ)}, and the instantaneous positions are

~r(`κ) = ~R(`κ) + ~u(`κ) . (7.75)

We again rely on the potential energy expansion (7.49).
The second-order term (the only one relevant in the harmonic approximation) is

V2 =
1

2

∑
α`κ
α′`′κ′

Φ

(
α ` κ

α′`′κ′

)
uα(`κ)uα′(`

′κ′) (7.76)

where the second-order coupling parameters are

Φ

(
α ` κ

α′`′κ′

)
=

(
∂2V

∂uα(`κ) ∂uα′(`′κ′)

)
{~R}

. (7.77)

Again, the coupling parameters are invariant with respect to the exchange of the indices:

Φ

(
α ` κ

α′`′κ′

)
= Φ

(
α′`′κ′

α ` κ

)
(7.78)
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7.3.1 Constraints on coupling parameters

Two general constraints on force constants Φ have been introduced above in (7.62) and (7.78).
In crystals, further constraints are present, depending

a) on general invariance properties, such as invariance under translation or under rotation;
b) on the peculiar symmetry properties of a given crystal.

We introduce here the constraint due to translational invariance.
For an infinite crystal, the lattice translations shift the primitive cells: `→ `+ T , `′ = `′ + T and
the atomic positions are modified accordingly

(`, κ) −→ (`+ T, κ) (`′, κ′) −→ (`′ + T, κ′) (7.79)

The coupling parameters are invariant with respect to the lattice translations:

Φ

(
α, `+ T, κ

α′, `′ + T, κ′

)
= Φ

(
α ` κ

α′ `′ κ′

)
(7.80)

In particular, for T = −` and for T = −`′, respectively, (7.80) becomes

Φ

(
α ` κ

α′ `′ κ′

)
= Φ

(
α, 0, κ

α′, `′ − `, κ′

)
= Φ

(
α, `− `′, κ
α′, 0, κ′

)
(7.81)

The force constants only depend on the differences L = ` − `′, say on the relative positions of
primitive cells, not on their absolute positions:

Φ

(
α ` κ

α′ `′ κ′

)
= Φ

(
α, 0, κ

α′, −L, κ′

)
= Φ

(
α, L, κ

α′, 0, κ′

)
. (7.82)

For finite crystals, the same conclusions hold, provided suitable boundary conditions (introduced
in Section 2.5) are imposed.

7.3.2 Periodic boundary conditions

Let us consider a crystal of parallelepiped shape. The lengths of the three edges of the parallelepiped
are N1a1, N2a2, N3a3, respectively. There are N = N1N2N3 primitive cells.
The periodic boundary conditions on the atomic displacements impose that

~u(~r +Nα~aα) = ~u(~r) (α = 1, 2, 3) . (7.83)

According to (7.83), the displacement of an atom sitting on one face of the parallelepiped is equal
to the displacement of the corresponding atom on the opposite face.

Irreducible representations and boundary conditions

In Section 5.4, we studied the one-dimensional linear chain of N points spaced by a, with periodic
boundary conditions. We found that there are N one-dimensional irreducible representations of
the group of translations, whose simplest basis functions are (5.58)

eiqx , q =
2π

a

m

N
(−N/2 < m ≤ N/2) , (7.84)

where the values q are confined within the first Brillouin Zone. A translation T = sa is represented,
in the basis eiqx (say for a given q) by the complex number(

eisa
)q

= eiqsa = eiqT . (7.85)
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For a three-dimensional crystal with periodic boundary conditions, one can build up N = N1N2N3

one-dimensional irreducible representations of the translation group, whose basis functions are

ei~q·~r , qα = bα
mα

Nα
(−Nα/2 < mα ≤ Nα/2) , (7.86)

where bα is the magnitude of the ~bα primitive vector of reciprocal space. A translation ~T is
represented, in the basis ei~q·~r (say for a given ~q) by the complex number

ei~q·
~T . (7.87)

The vectors ~q form a grid of equally spaced points within the first Brillouin Zone of the reciprocal
space. They label the N irreducible representations of the translation group. When the crystal
size increases, the number N of primitive cells in the real space increases, and the density of ~q
points in reciprocal space increases accordingly.
The basis functions (7.86) are plane waves, of wavelength λ = 2π/q.

7.3.3 Spatial periodicity of eigenvectors
For an irreducible representation of the translation group, characterised by the wavevector ~q, the
effect of a translation ~T on each eigenvector is the multiplication by (7.87).
By identifying ~T = ~R(`), one can thus express each eigenvector wα(`κ) component, in the ~q
representation, as a product

wα(`κ) = wα(κ) ei~q·
~R(`). (7.88)

Note: For the monatomic one-dimensional linear chain, (7.88) reduces to w(`) = w exp[iqR(`)].
The atomic displacement (7.66), adapted to the crystal case

uα(`κ, t) =
1√
Mκ

Re
[
wα(`κ) e−iωt

]
, (7.89)

is modified by (7.88) to

uα(`k, t) =
1√
Mκ

Re
[
wα(κ) ei~q·

~R(`) e−iωt
]
. (7.90)

7.3.4 The Fourier-transformed dynamical matrix
Let us now consider the dynamical equations (7.69), adapted to the crystal case

ω2 wα(`κ) −
∑
α′`′κ′

D0

(
α ` κ

α′`′κ′

)
wα′(`

′κ′) = 0 . (7.91)

By substitute (7.88) for a given value of ~q, one gets

ω2 wα(κ) ei~q·
~R(`) −

∑
α′`′κ′

D0

(
α ` κ

α′ `′ κ′

)
ei~q·

~R(`′) wα′(κ
′) = 0 . (7.92)

Moving ei~q·~R(`) to the right of (7.92), substituting L = `− `′ as in (7.82) and substituting the sum
over `′ by the sum over L, one obtains

ω2 wα(κ) −
∑
α′κ′

{∑
L

D0

(
α L κ

α′ 0 κ′

)
e−i~q·

~R(L)

}
wα′(κ

′) = 0 . (7.93)

For each one of the N wavevectors ~q, one can define a quantity

D~q

( ακ
α′κ′

)
=
∑
L

D0

(
α L κ

α′ 0 κ′

)
e−i~q·

~R(L) (7.94)
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corresponding to the term included in curly brackets in (7.93).
For each one of the N wavevectors ~q there is thus a system of 3n×3n coupled equations

ω2 wα(κ) =
∑
κ′α′

D~q

( ακ
α′κ′

)
wα′(κ

′). (7.95)

By considering

- the terms wα(κ) as elements of a 3n-sized column vector U~q,
- the terms D~q

(
ακ
α′κ′

)
as elements of a 3n × 3n matrix, the Fourier transformed dynamical

matrix D~q (frequently simply referred to as dynamical matrix),

the system of equations (7.95) can be synthesised as a matrix equation:

ω2 U~q = D~q U~q (7.96)

or more explicitly

ω2


· · ·

wα(κ)
· · ·
· · ·

 =


· · · · · · · · · · · ·
· · · · · · D~q

(
α κ
α′κ′

)
· · ·

· · · · · · · · · · · ·
· · · · · · · · · · · ·




· · ·
· · ·

wα′(κ
′)

· · ·

 (7.97)

Note: In principle, to evaluate the Fourier transformed dynamical matrix for a given ~q one should
evaluate the sum (7.94) over all values of L. Actually, due to the short range of most interac-
tions, often only a few terms of the sum are significant.

Eigenfrequencies and eigenvectors of the FT dynamical matrix

The solution of (7.97) is again an eigenvalue problem. By imposing that the secular determinant
be zero, one obtains an algebraic equation, whose solution gives (for each ~q)

→ 3n eigenvalues or eigenfrequencies ω(~q, s) which are labeled, in addition of ~q, by a branch index
s = 1, 2, . . . , 3n; the frequencies correspond to 3n independent normal modes of wavevector
~q.

The Fourier-transformed dynamical matrix D~q has complex elements. One can show that it is
Hermitian

D~q

(
α′κ′

ακ

)
= D∗~q

( ακ
α′κ′

)
, (7.98)

so that its eigenvalues are real. The stability of the lattice further requires that the eigenvalues ω2

are non-negative quantities too.

For each one of the 3n eigenfrequency ω(~qs), say for each normal mode, eq. (7.97) gives an eigen-
vector U~qs with 3n components that describe the relative amplitudes and the phase relationships
of the atomic motions corresponding to the normal mode.
In total, for a given wavevector ~q, there are thus

→ 3n eigenvectors U~qs, each one with 3n components wα(κ|~qs).

Note: Degenerate modes. The solution of the Fourier transformed dynamical matrix can lead to
degenerate modes, characterised by the same frequency and different atomic displacement
patterns, say different eigenvectors.
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Evaluation of the dynamical matrix

The coupling coefficients that form the dynamical matrix can be obtained from force-constant
phenomenological models or from calculations from first principles.
The simplest models are based on short-range forces and are characterised by bond stretching force
constants between nearest-neighbours and next-nearest-neighbours as well as by bond bending force
constants. From the force constants of the models, calibrated on the macroscopic elastic constants
or on other measurable properties such as the compressibility, one calculates the harmonic coupling
coefficients of the Born-von Karman expansion.
More refined models take into account long-range forces, which are necessary to account for the
dynamics in metals or in ionic crystals.
Calculation from first principles are nowadays based on perturbation approaches to the Density
Functional Theory, which allow to directly evaluate the coupling coefficients from the shape of the
PES in the vicinity of the equilibrium configuration.

7.3.5 Atomic displacements and normal coordinates
The displacement of each atom (`κ) is the sum of the contributions of all the 3nN independent
normal modes. The contribution of a normal mode (~qs) to the displacement of atom (`κ) is

uα(`κ, t | ~qs) =
1√
Mκ

Re
[
wα(κ|~qs) ei~q·~R(`) e−iω(~qs)t

]
. (7.99)

This contribution is determined from the dynamical matrix only to within a complex factor (am-
plitude and phase), which depends on the initial conditions. In particular, the amplitude of the
eigenvector components wα(κ|~qs) depends on the energy stored in the normal mode.
It is convenient to factorize the quantities wα(κ|~qs), separating the information on the magni-
tude of the relative motion of atoms inside the primitive cell (geometrical information) from the
contributions due to the total energy (which depends on temperature).
To this effect, (7.99) can be rewritten as

uα(`κ, t | ~qs) =
1√
Mκ

Re

[
eα(κ|~qs) Q(~qs, t)√

N
ei~q·

~R(`)

]
(7.100)

where:

a) The factor eα(κ|~q, s) is a component of the normalized eigenvector e(~q, s), which describes
the displacement patterns of the n atoms inside each primitive cell.

b) The quantity
Q(~qs, t) = Q0(~qs) exp[−iω(~qs)t] (7.101)

is the normal coordinate of mode (~qs); the amplitude Q0 is a complex quantity, which depends
on the initial conditions and on the energy stored in the normal mode (~qs).

c) The factor 1/
√
N can be justified as follows. The number of primitive cells N is proportional

to the number of normal modes 3nN . The energy stored in each normal mode, proportional
to the square of the normal coordinate (see below) is independent of N . The energy of the
normal mode is distributed over all the atoms, whose number is proportional to N .

The total displacement of the atom (`κ) can be calculated by summing up the contributions of all
normal modes within the first B.Z.:

uα(`κ, t) =
1√
N Mκ

∑
~qs

[
eα(κ|~qs) ei~q·~R(`)Q(~qs, t)

]
(7.102)

Any pair of values ~q and −~q in the first B.Z. correspond to two plane waves traveling in opposite
direction and sharing the same frequency.
The displacement uα(`κ, t) is a real quantity, so that Q(−~qs, t) = Q∗(~qs, t).
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7.3.6 More on normal mode wavevectors
The periodic boundary conditions on the atomic displacements impose that

~u(~r +Nα~aα) = ~u(~r) (α = 1, 2, 3) . (7.103)

We want now to show that (7.103) is automatically fulfilled by the choice of wavevectors ~q of (7.86),
say qα = bαmα/Nα. To this purpose let us express the contributions to the two displacements of
(7.103) due to a given normal mode of wavevector ~q according to (7.99):

uα(~R, t) =
1√
M

Re
{
wα(κ|~q) exp

[
i~q · ~R

]
exp(−iωt)

}
(7.104)

uα(~R+Nα~aα, t) =
1√
M

Re
{
wα(κ|~q) exp

[
i~q · (~R+Nα~aα)

]
exp(−iωt)

}
(7.105)

Since ~q is a vector of the reciprocal space, such that

~q = (m1/N1)~b1 + (m2/N2)~b2 + (m3/N3)~b3 , (7.106)

and recalling the relation between primitive vectors of real and reciprocal space:

~aα ·~bβ = 2π δαβ (7.107)

one can easily show that (7.105) is equal to (7.104).

The first Brillouin Zone

One can demonstrate that the frequencies and eigenvectors corresponding to any wavevector ~q
are unmodified if a reciprocal lattice vector ~G is added to ~q. Actually, the Fourier transformed
dynamical matrices corresponding to ~q + ~G and to ~q are identical

D~q+~G

( α κ
α′κ′

)
=
∑
L

D0

(
α L κ

α′ 0 κ′

)
exp

{
i
[
~q + ~G

]
· ~R(L)

}
= D~q

( α κ
α′κ′

)
(7.108)

because exp(i ~G · ~R) = 1.

7.4 Energy of normal modes. Phonons
From the classical point of view, each normal mode (~qs) is a travelling wave of wavevector ~q, whose
frequency is obtained by diagonalising the Fourier transformed dynamical matrix D~q.
We want now to express the total energy of the system as a sum of the contributions of the inde-
pendent normal modes. To this purpose, we will use the lagrangian and hamiltonian formalisms.
We will then switch to the quantum picture, by introducing creation and destruction operators for
each normal mode, as linear combinations of the normal coordinates and their conjugate momenta.
Following the same procedure as for the one-dimensional harmonic oscillator, the Hamiltonian of
each normal mode will be expressed in terms of creation and destruction operators.

7.4.1 Energy and normal coordinates
The total kinetic energy depends on the squares of the first derivatives of atomic displacements.
If the expressions (7.102) are substituted for the atomic displacements, one can demonstrate (see
§ 7.6.4 for details) that the total kinetic energy can be expressed as a function of the derivatives
of the normal coordinates:

T =
1

2

∑
α`κ

Mκu̇
2
α(`κ) =

1

2

∑
~qs

Q̇(~qs)Q̇∗(~qs) (7.109)
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The potential vibrational energy, expressed in terms of atomic displacements, is

V2 =
1

2

∑
α`κ
α′`′κ′

Φ2

(
α ` κ

α′`′κ′

)
uα(`κ)uα′(`

′κ′) (7.110)

If the expressions (7.102) are substituted for the atomic displacements in (7.110), one finds (see
again § 7.6.4 for details) that the harmonic part of the potential vibrational energy can be expressed
as

V2 =
1

2

∑
~qs

ω2(~qs)Q(~qs)Q∗(~qs) . (7.111)

The cross terms appearing in the expression (7.110) as a function of atomic diplacements disappear
in (7.111) as a function of normal coordinates. Normal modes contribute independently to the total
energy of the system.
Note: The dimensions of the normal coordinate are [Q] = [M1/2L].

Lagrange function

The Lagrange function of the system of normal modes is

L = T + V2 =
1

2

∑
~qs

[
Q̇(~qs)Q̇∗(~qs)− ω2(~qs)Q(~qs)Q∗(~qs)

]
, (7.112)

It is interesting to compare each term of the Lagrange function (7.112) with the Lagrange function
of a harmonic oscillator: L = mv2/2−mω2x2/2.
Each classical normal mode (~qs) can be considered as an independent harmonic oscillator of fre-
quency ω(~qs), whose amplitude and time dependence are described by the normal coordinate
Q(~qs, t) = Q0(~qs) eiω(~qs)t.
The normal coordinates correspond to generalised coordinates of the Lagrangian formalism.

Hamilton function

Introducing the conjugate momenta P (~qs) = ∂L/∂Q̇(~qs) = Q̇∗(~qs), one obtains the Hamiltonian

H =
1

2

∑
~qs

[
P (~qs)P ∗(~qs) + ω2(~qs)Q(~qs)Q∗(~qs)

]
. (7.113)

The classical energy stored in the normal mode (~qs) is

E(~qs) =
1

2
ω2(~qs)Q2

0(~qs) . (7.114)

7.4.2 Quantization of normal modes
The quantum approach to vibrational dynamics consists in replacing the classical normal coor-
dinates and momenta by the corresponding operators. By the same procedure followed for the
one-dimensional harmonic oscillator, the destruction and creation operators and the number oper-
ator N are introduced
By introducing the operators (destruction and creation)

a(~qs) =
1√

2h̄ω(~qs)
[ω(~qs)Q(~qs) + iP ∗(~qs)]

=
1√

2h̄ω(~qs)
[ω(~qs)Q(~qs) + iP (−~qs)] (7.115)

a†(~qs) =
1√

2h̄ω(~qs)
[ω(~qs)Q∗(~qs)− iP (~qs)]

=
1√

2h̄ω(~qs)
[ω(~qs)Q(−~qs)− iP (~qs)] (7.116)
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one can express the normal coordinates and momenta as

Q(~qs) =

√
h̄

2ω(~qs)

[
a(~qs) + a†(−~qs)

]
(7.117)

(7.118)

P (~qs) = −i
√
h̄ω(~qs)

2

[
a(−~qs)− a†(~qs)

]
(7.119)

(7.120)

Taking into account the commutation relations[
a(~qs), a†(~q ′s′)

]
= δ~q~q ′δss′ , [a(~qs), a(~q ′s′)] =

[
a†(~qs), a†(~q ′s′)

]
= 0 , (7.121)

the Hamiltonian (7.113) can be written as

H =
∑
~qs

[
a†(~qs) a(~qs) +

1

2

]
h̄ω(~qs) =

[
n(~qs) +

1

2

]
h̄ω(~qs) . (7.122)

The energy eigenvalues of each normal mode (~qs) are given by

E(~qs) =

[
n(~qs) +

1

2

]
h̄ω(~qs) . (7.123)

In the energy representation, the quantum state of the normal mode (~qs) is characterised by the
quantum number n(~qs). The quantum state of the entire system is characterised by the set of
quantum numbers of all normal modes:

|n(~q1s11), n(~q1s12), . . . n(~qisij), . . .〉 = |{n(~qs)}〉 (7.124)

7.4.3 Statistical thermodynamics of normal modes
A crystal can exchange heat with its surroundings. Let us consider here a non-metallic crystal,
where thermal energy is only stored by lattice vibrations (in metals, electrons can store energy too).
Within the harmonic approximation, normal modes are distinguishable independent oscillators.
A level of total energy of the crystal can be expressed as

Ej = V0 +
∑
~qs

[
n(~qs) +

1

2

]
h̄ω(~qs) (7.125)

The partition function of the whole crystal is the sum over all total energy levels

Z =

∞∑
j=1

exp [−βEj ] , (7.126)

where β = 1/kBT . By substituting (7.125) into (7.126), after some simple calculations, one finds

Z = exp [−βV0]
∏
~qs

exp [−βh̄ω(~qs)/2]

1− exp [−βh̄ω(~qs)]
. (7.127)

Note: Compare with the expression (7.16) of the partition function of the one-dimensional harmonic
oscillator.

The internal energy of the crystal is

U = 〈E〉 = kBT
2

(
∂

∂T
lnZ

)
= V0 +

∑
~qs

1

2
h̄ω(~qs) +

∑
~qs

h̄ω(~qs)

exp[h̄ω(~qs)/kBT ]− 1
. (7.128)

Three contributions are singled out in (7.128):
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Figure 7.4: Left: average energy as a function of temperature for two normal modes of frequencies ν
= 3 and ν = 7 THz, respectively (ν = ω/2π); the straight dotted line is the classical approximation,
〈E〉 = kBT . Right: Mean square displacement MSD of an ion of mass 70 µ along a given direction
induced by N modes of frequencies ν = 3 and ν = 7 THz, respectively.

1. the static cohesive energy V0

2. the vibrational zero-point energy
3. the vibrational thermal energy (dependent on temperature)

The average vibrational energy stored in normal mode (~qs) at temperature T is thus

〈E(~qs|T )〉 =

{
1

2
+

1

exp[h̄ω(~qs)/kBT ]− 1

}
h̄ω(~qs) (7.129)

Equivalent alternative expressions are:

〈E(~qs|T )〉 =
h̄ω(~qs)

2
coth

h̄ω(~qs)

2kBT
=

h̄ω(~qs)

2

1 + z

1− z
, (7.130)

where z = exp[−h̄ω(~qs)/kBT ].
The dependence on temperature of the average energy of two normal modes of different frequencies
is shown in Fig. 7.4 (left). At high temperatures, the average energy tends to the classical value
〈E〉 → kBT , independent of frequency. At low temperatures, the larger is the frequency, the larger
is the average energy.

7.4.4 Phonons
The quanta of energy of the normal modes are called phonons, by analogy with photons, the quanta
of the normal modes of the electromagnetic field. The number n(~qs) appearing in (7.123) is the
number of phonons of mode (~qs).
The quantum state of a normal mode is characterised by the number n(~qs) of phonons, say by
its energy content. The vibrational quantum state of a crystal is characterised by the numbers of
phonons for each normal mode. A phonon is characterized by a frequency ω, a wavevector ~q and
an eigenvector w(~qs).
The number of phonons is not constant. The weak exchange of energy between normal modes
and with the surrounding environment, which guarantees the thermodynamic equilibrium, corre-
sponds to the creation and annihilation of phonons. Phonons are created or annihilated when the
temperature of a crystal increases or decreases, respectively.
The average energy of a normal mode can be expressed as

〈E(~qs)〉 =

[
〈n(~qs)〉+

1

2

]
h̄ω(~qs) . (7.131)
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By comparing with (7.129), the average value of n(~qs) is given by

〈n(~qs)〉 =
1

exp[h̄ω(~qs)/kBT ]− 1
. (7.132)

This expression corresponds to the Bose-Einstein distribution of a set of indistinguishable objects
whose total number is variable. Actually phonons of the same frequency are indistinguishable and
can be created and destroyed.
A number of phenomena, such as thermal conductivity, can be interpreted by considering phonons
as quasi-particles. One often speaks of “phonon gas”.

7.4.5 Temperature dependence of normal coordinates

As a consequence of (7.114) and (7.129), the amplitude of the normal coordinate of mode (~qs)
depends on temperature according to

〈Q2
0(~qs|T )〉 =

{
1

2
+

1

exp[h̄ω(~qs)/kBT ]− 1

}
2h̄

ω(~qs)
. (7.133)

Equivalent expression:

〈Q2
0(~qs|T )〉 =

h̄

ω(~q, s)
coth

h̄ω(~q, s)

2kBT
. (7.134)

7.4.6 Mean square atomic displacements

Let us now consider the mean square displacement (MSD) of atom κ along a given direction α
induced by a normal mode (~qs):

MSDα = 〈u2
α(κ|~qs)〉 . (7.135)

By taking into account the expression (7.100) of the atomic instantaneous displacement, one gets

〈u2
α(κ|~qs)〉 =

1

NMκ
[eα(κ|~qs)]2 〈Q2

0(~qs|T )〉

=
2

NMκ
[eα(κ|~qs)]2 〈E(~qs|T )〉

ω2(~qs)
. (7.136)

The MSD of an atom κ along a direction α depends on the component of the normalized eigenvector
e and on the temperature.
The dependence on temperature of the MSD induced by a sets of N normal modes of equal
frequencies is illustrated in Fig. 7.4 (right) for the two cases ν = 3 and ν = 7 THz, respectively.
As one can see, the high frequency modes induce a smaller average displacement and a weaker
dependence on temperature than the low frequency modes.
The total mean square displacement of an atom is the sum of the contributions of all normal
modes. It gives rise to the thermal spread of the distribution of atomic positions, measured by the
Debye-Waller factor in scattering experiments.

7.4.7 Mean square relative displacements

At last, let us consider the mean square relative displacement (MSRD) of atom κ′ relative to atom
κ along a given direction α induced by a normal mode (~qs). One can easily see that

〈[uα(κ′|~qs)− uα(κ|~qs)]2〉 =
1

N
〈Q2

0(~qs|T )〉

∣∣∣∣∣eα(κ′|~qs)ei~q·~R√
m(κ′)

− eα(κ|~qs)√
m(κ)

∣∣∣∣∣
2

(7.137)

The total MSRD of an atomic pair is the sum of the contribution of all normal modes. The MSRD
gives rise to the damping of the EXAFS signal.
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Figure 7.5: First Brillouin Zone of face centered cubic (fcc) Bravais lattices. In the figure, the
wavevectors are indicated by ~k instead of ~q.

7.5 First Brillouin Zone and dispersion relations

In Section 7.2 we introduced the periodic boundary conditions (7.83) and the N different wavevec-
tors ~q labelling the N irreducible representations of the translation group for a finite crystal with
N primitive cells. The tips of the wavevectors ~q represent a grid of equally spaced points within
the first Brillouin Zone. To each value of ~q it corresponds a 3n×3n Fourier transformed dynamical
matrix.

7.5.1 First Brillouin Zone

The central point of the First BZ (~q = 0) is labelled by the Greek letter Γ (upper-case gamma).
The Γ point doesn’t correspond to any normal mode (an infinite wavelength would correspond to
a rigid translation of the whole crystal).

Travelling and stationary waves

Each point ~q of the 1st BZ different from the Γ point corresponds to a travelling plane wave in the
real space, which classically affects the atom at ~R(`κ) proportionally to

exp[i~q · ~R(`κ)− iωt] . (7.138)

For each wavevector ~q there is a symmetric wavevector −~q, corresponding to a wave travelling in
the opposite direction with the same amplitude. The two waves sum up to give a stationary wave.
In thermodynamic equilibrium, the crystal dynamics is thus constituted by a huge number of
stationary waves. If thermodynamic equilibrium is broken, waves travelling in opposite directions
can have different amplitudes, giving rise to transport phenomena (e.g. heat transport, Section 8.3).

Problem: Consider a monatomic linear chain in the real space, with lattice parameter a. Determine
the first Brillouin Zone (BZ) in the reciprocal space. Verify that the motion of atoms is the
same for different wavevector values that differ by a reciprocal lattice vector. Find the relation
between the lattice spacing a and the wavelength corresponding to the BZ border.

First BZ of cubic crystals

The shape of the first BZ depends on the Bravais lattice structure. Let us consider here only the
cubic lattices. It is easy to verify that

1. The reciprocal lattice of a simple cubic Bravais lattice is again simple cubic.
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2. The reciprocal lattice of a bcc (body centred cubic) Bravais lattice is an fcc (face centred
cubic) lattice. The BZ of a bcc Bravais lattice has thus the shape of the Wigner-Seitz cell of
the fcc lattice.

3. The reciprocal lattice of an fcc (face centred cubic) Bravais lattice is a bcc (body centred
cubic) lattice. The BZ of an fcc Bravais lattice has thus the shape of the Wigner-Seitz cell
of the bcc lattice (Fig. 7.5).

Face centered cubic Bravais lattices in the real space are shared by many important elements and
compounds. For example:

a) The structure of many metals, such as Cu, Ag, Au, and of noble gas solids (Ne, Ar, Kr...) is
fcc, with one atom per primitive cell.

b) The diamond structure (C, Si, Ge) and the related zincblende structure (ZnS, GaAs, CdTe...)
is based on an fcc Bravais lattice with two atoms per primitive cell.

We focus here our attention on fcc Bravais lattices. The BZ (Fig. 7.5) is a truncated octahedron,
with six square faces and eight hexagonal faces.
The highest symmetry points on the surface of the BZ, and the corresponding directions, are
labelled by conventional symbols, for example:

- [100] or ∆ direction, from Γ to X point
- [110] or Σ direction, from Γ to K point
- [111] or Λ direction, from Γ to L point

Problem: Consider an fcc Bravais lattice in the real space and the corresponding bcc lattice in
the reciprocal space. Verify that the relation between the lattice constants is b3 = (2π)3/a3.
Determine the shape of the first Brillouin Zone (BZ) in the reciprocal space. For each of the
three directions [100], [110] and [111], find the relations between the inter-planar spacing d
and the wavelength corresponding to the BZ border.

7.5.2 Dispersion relations

Each normal mode (~qs) is characterised by a frequency ω(~qs) and by a normalised eigenvector e(~qs)
of components eα(κ|~qs). A basic information on the lattice dynamical properties of a crystal in the
harmonic approximation is contained in the dispersion relations, which express the eigenfrequencies
ω as a function of the wavevectors ~q:

~q → ω(~qs) . (7.139)

The dispersion relation for the normal modes of the electromagnetic field (say for photons) is
simply ω = cq. For vibrational normal modes (say for phonons) the dispersion relations ω(~qs)
depend on the values of ~q and s and on the force constants of the dynamical matrix, which in turn
depend on the point symmetry properties of the crystal.
In principle, the full knowledge of the dispersion relations would require the evaluation of ω for
each one of the 3nN points ~q of the first B.Z. Actually, for symmetry reasons the BZ can be
decomposed into a number of equivalent parts. Any such irreducible part of the BZ contains all
the information on the lattice dynamics. Experiments or calculations are performed by choosing
a convenient representative number of points ~q into an irreducible part of the BZ and solving the
Fourier transformed dynamical matrix for each chosen ~q.
Example: For a system with full cubic symmetry (group Oh) there are 48 point symmetry transfor-

mations, each one of which transforms an eigenvector ~q into an equivalent eigenvector ~q′ = R~q.
The BZ can thus be divided into 48 equivalent irreducible parts.

The resulting dispersion relations are displayed and compared in conventional two-dimensional
plots representing ω versus ~q along selected high-symmetry directions. The lines connecting the
points are the dispersion curves. Examples are given in Figs. 7.6 and 7.7.
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Information on the eigenvectors of the dynamical matrix is much less frequently sought than
information on the eigenfrequencies and is not contained in the plots of dispersion relations.
Example: The knowledge of eigenvectors can be useful to evaluate the relative vibrational amplitude

of atoms of different mass.

Dispersion relations for monatomic lattices

Figure 7.6: Phonon dispersion curves for Al (left panel) and Cu (right panel). The dots are
experimental points from inelastic neutron scattering, the continuous lines are ab-initio calculations
by the density functional (DFT) approach [From Grabowski et al., Phys. Rev. 2007]. Recall that
1 THz corresponds to 4.13 meV; the two plots have the same vertical scale.

Crystals with one atom per primitive cell represent the simplest cases. They are the three-
dimensional analogue of the monatomic linear chain.
The Fourier transformed dynamical matrix D~q is 3× 3. For each ~q one has then

1. three eigenfrequencies ω1, ω2, ω3

2. three normalized eigenvectors, each one with three components, so that they correspond to
standard euclidean vectors ~w1, ~w2, ~w3

One can demonstrate that the symmetry of the dynamical matrix D~q implies that the eigenvectors
are mutually orthogonal ∑

α

wα(~qs) wα(~qs′) = δss′ (7.140)

For wavevectors ~q parallel to high-symmetry directions

1. one of the eigenvectors is parallel to the wavevector ~q; it corresponds to longitudinal vibrations
of atoms in the direction of ~q;

2. the remaining two eigenvectors are perpendicular to ~q; they correspond to transverse vibra-
tions of atoms with respect to the direction of ~q.

Correspondingly, the dispersion curves can be classified in three branches:

1. two transverse acoustic (TA) branches;
for high-symmetry directions, the TA modes are often degenerate, say ω(~q, 1) = ω(~q, 2); this
is the case, for example, for ~q along the [100] direction in fcc crystals;

2. one longitudinal acoustic (LA) branch.

The dispersion curves of the fcc metals Al and Cu are shown in Fig. 7.6. As usual, the plots
show the dispersion curves measured and calculated along high symmetry directions within the
first Brillouin Zone.
The frequencies ν are of the order of the tera-Hertz (1012 Hz). The frequency of ν=1 THz corre-
sponds to an energy hν = h̄ω=4.13×10−3 eV. The phonon energies are of the order of the meV
(compare with the thermal energy kBT ).
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Near to the Γ point, say for long wavelengths of normal modes, all branches show a linear behaviour
ω(~qs) = csq, where cs is the sound velocity of the given branch along the given direction.
It is evident in Fig. 7.6 that LA modes have highest frequencies and highest velocities than
TA modes. This is not surprising, since the longitudinal stretching forces are stronger than the
transverse shear forces.
When q increases (say when the wavelength decreases), the linear approximation becomes progres-
sively worse.
The group velocity is v = dω/dq; it decreases progressively when going from the BZ centre to the
BZ borders, where it frequently is equal to zero.

Table 7.2: Longitudinal and transverse velocity of sound for Al and Cu compared with the value
for air.

Al Cu air
clong (m/s) 6420 4760 340
ctra (m/s) 3040 2325

Dispersion relations for many-atomic lattices

Crystal structures with two or more atoms per primitive cell are the three-dimensional equivalent
of the many-atomic linear chain. It should be noted, however, that in the case of crystals the two
(or more) atoms per primitive cell can correspond to the same atomic species and can have the
same environment (a simple example is given by Si and Ge, whose structure is made by an f.c.c.
Bravais lattice with two atoms per primitive cell).
For a crystal with n atoms per primitive cell one has

1. 3 acoustic branches, with the same general properties as in monatomic lattices;
2. 3n−3 optic branches, containing modes whose frequency never goes to zero, and is generally

higher than the frequency of acoustic modes.

One can demonstrate the orthogonality relation of eigenvectors∑
ακ

wα(κ|~qs) wα(κ|~qs′) = δss′ (7.141)

The case of germanium is shown in Fig. 7.7.

7.6 Complements and demonstrations

7.6.1 The one-dimensional quantum harmonic oscillator
The Hamiltonian operator for the quantum harmonic oscillator is

H0 =
P 2

2m
+

1

2
mω2

0 X
2 , (7.142)

where X and P are the position and momentum operators, whose commutator is [X,P ] = ih̄. It
is convenient to introduce the a-dimensional reduced observables

X̂ =

√
mω0

h̄
X , P̂ =

1√
mh̄ω0

P , (7.143)

whose commutator is [X̂, P̂ ] = i; the reduced Hamiltonian is

Ĥ0 =
H0

h̄ω0
=

1

2
(X̂2 + P̂ 2) . (7.144)
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Figure 7.7: Phonon dispersion curves for Ge. Calculations by the valence shell model of Weber,
1977.

It is further convenient to substitute X̂ and P̂ by the (non hermitian) operators defined by the
linear combinations

a† =
1√
2

(X̂ − iP̂ ) , a =
1√
2

(X̂ + iP̂ ) . (7.145)

so that
X̂ =

1√
2

(a† + a) , P̂ =
i√
2

(a† − a) (7.146)

From [X̂, P̂ ] = i one can easily verify that the commutator is [a, a†] = 1 and that

a†a =
1

2
(X̂2 + iX̂P̂ − iP̂ X̂ + Ŷ 2) =

1

2
(X̂2 + P̂ 2 − 1) . (7.147)

The reduced Hamiltonian can then be expressed as

Ĥ0 = a†a+
1

2
= aa† − 1

2
. (7.148)

By defining the (hermitian) number operator

N = a†a, (7.149)

the reduced Hamiltonian becomes
Ĥ0 = N + 1/2 : (7.150)

the eigenvectors of Ĥ0 are eigenvectors of N and viceversa.
One can then solve the eigenvalues equation for N

N |φν〉 = ν |φν〉 (7.151)

One finds (see Quantum Mechanics textbooks) that the spectrum of N is represented by non
negative integer numbers

ν = 0, 1, 2, . . . n, . . . |φn〉 = |n〉 , (7.152)

the energy levels are non degenerate and the eigenvalues of the Hamiltonian H0 are

E0
n = (1/2 + n) h̄ω0 (n = 0 . . .∞) (7.153)

The energy difference between any two levels is

En − En−1 = h̄ω0 . (7.154)
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The action of the a† and a operators on the eigenstates is as follows:

a† |n〉 =
√
n+ 1 |n+ 1〉, a |n〉 =

√
n |n− 1〉. (7.155)

They are called creation and destruction operators, respectively, since they create or destroy a
quantum of energy.
From (7.155) and from

X̂ =
1√
2

(a† + a) (7.156)

one can easily see that the average displacement 〈X〉 is zero in the eigenstates |n〉:

〈X〉 =

√
h̄

2mω0
〈n| a† + a |n〉 =

√
h̄

2mω0

[
〈n| a†|n〉+ 〈n| a|n〉

]
= 0 . (7.157)

One can further see that

〈X2〉 =
h̄

2mω0

〈
n|(a† + a)2|n

〉
=

h̄

2mω0

〈
n|a†a+ aadag|n

〉
(7.158)

=
h̄

mω0

(
1

2
+ n

)
=

En
mω2

0

. (7.159)

7.6.2 The one-dimensional quantum anharmonic oscillator
Let us consider here for simplicity only the cubic term in the potential energy.
The harmonic hamiltonian H0 is modified by adding a weak cubic term W = k3X3.

H = H0 +W =
1

2
mω2

0 X
2 +

1

2m
P 2 + k3X3 . (7.160)

Introducing again the a-dimensional reduced observables X̂ and P̂ and expressing the third order
term as W = σh̄ω0X̂

3, where σ = k3h̄1/2/m3/2ω
5/2
0 (a-dimensional), the Hamiltonian becomes

H = H0 +W =
1

2
h̄ω0 (X̂2 + P̂ 2) + σh̄ω0X̂

3 . (7.161)

If the third order term is sufficiently weak, one can consider it as a perturbation to the harmonic
Hamiltonian.

Energy levels

According to the stationary perturbation theory, the energy eigenvalues En of the anharmonic
oscillator are obtained from the energy eigenvalues E0

n of the harmonic oscillator as

En = E0
n + 〈n|W |n〉 +

∑
n 6=n′

|〈n′|W |n〉|2

E0
n − E0

n′
+ . . . (7.162)

Taking into account that X̂ = (a† + a)/
√

2, one finds

X̂3 =
1

23/2

[
(a†)3 + a†aa† + aa†a† + aaa† + a†a†a+ a†aa+ aa†a+ a3

]
, (7.163)

and exploiting the commutation relations of a†, a and N = a†a

X̂3 =
1

23/2

[
(a†)3 + 3Na† + 3(N + 1)a+ a3

]
, (7.164)

where each term corresponds to the creation or destruction of three quanta or of one quantum of
energy.
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The first-order term in the perturbation expansion, where the final state is equal to the initial
state, is thus zero.
The only non-zero matrix elements of W are those connecting states that differ for one or three
quanta:

|〈n+ 3|W |n〉|2

E0
n − E0

n+3

=
(σh̄ω0)2

8

(n+ 1)(n+ 2)(n+ 3)

−3h̄ω0
= −σ2h̄ω0

n3 + 6n2 + 11n+ 6

24
(7.165)

|〈n− 3|W |n〉|2

E0
n − E0

n−3

=
(σh̄ω0)2

8

n(n− 1)(n− 2)

+3h̄ω0
= +σ2h̄ω0

n3 − 3n2 + 2n

24
(7.166)

|〈n+ 1|W |n〉|2

E0
n − E0

n+1

=
(σh̄ω0)2

8

9(n+ 1)3

−h̄ω0
= −σ2h̄ω0

9n3 + 27n2 + 27n+ 9

8
(7.167)

|〈n− 1|W |n〉|2

E0
n − E0

n−1

=
(σh̄ω0)2

8

9n3

+h̄ω0
= +σ2h̄ω0

9n3

8
(7.168)

By adding to the harmonic energy the sum of the four perturbation terms (mind the signs) one
finds

En =

(
n+

1

2

)
h̄ω0 − σ2 h̄ω0

30n2 + 30n+ 11

8
(7.169)

or equivalently

En =

(
n+

1

2

)
h̄ω0 −

15

4
σ2

(
n+

1

2

)2

h̄ω0 −
7

16
σ2h̄ω0 + . . . (7.170)

The energy levels are lowered with respect to the unperturbed harmonic case.
The difference between the energies of adjacent levels is not constant (as for the harmonic oscilla-
tor), but depends on the value n:

En − En−1 = h̄ω0

[
1− 15

2
σ2 n

]
. (7.171)

Eigenstates

At last, one can show that the eigenstates of the anharmonic oscillator are different from the
eigenstates |n〉 of the harmonic oscillator, being contaminated by the states |n + 1〉, |n − 1〉, |n +
3〉, |n− 3〉.

7.6.3 Statistics of the one-dimensional harmonic oscillator

Let us consider an harmonic oscillator in equilibrium with a reservoir at temperature T = 1/kBβ.

Classical statistics

In the classical approximation, the instantaneous state of a one-dimensional system is defined by its
position x and momentum p. For a system in thermal equilibrium with a reservoir at temperature
T = 1/kBβ, the probability density of the point (x, p) in phase space is given by

ρ(x, p) =
e−βE(x,p)

Z
=

e−βE(x,p)∫
dx
∫
dp e−βE(x,p)

, (7.172)

and the average value of a quantity A(x, p) is given by

〈A(x, p)〉 =
1

Z

∫
dx dpA(x, p) ρ(x, p). (7.173)
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If the potential energy is independent of p, the total energy is E(x, p) = p2/2m + V (x), so that
the partition function Z can be calculated as

Z =

∫
dp e−βp

2/2m

∫
dx e−βV (x) =

√
2mπ/β

∫
dx e−βV (x). (7.174)

The probability density for a given value of position x is then

ρ(x) =

∫
dp e−βp

2/2m e−βV (x)

Z
=

e−βV (x)∫
dx e−βV (x)

, (7.175)

and the average value of a quantity A(x, p) is

〈A(x)〉 =

∫
dxA(x) e−βV (x)∫
dx e−βV (x)

. (7.176)

For the harmonic oscillator, V (x) = k0x
2/2.

Quantum statistics

If the oscillator is in equilibrium with a reservoir at temperature T , its state is a statistical mixture
of eigenstates |n〉, weighted by exp (−βEn), where β = 1/kBT .
The thermodynamical properties can be calculated from the statistical density operator

ŵ = (1/Z0) e−βĤ0 , Z0 = Tr (e−βĤ0). (7.177)

In the energy representation, where Ĥ0 is diagonal, the harmonic partition function Z0 is

Z0 =

∞∑
n=0

〈n|e−βĤ0 |n〉 =

∞∑
n=0

e−(n+1/2)βh̄ω =
e−βh̄ω/2

1− e−βh̄ω
. (7.178)

The average energy is given by

〈Ĥ0〉 = Tr(Ĥ0ŵ) =
1

Z0
Tr(Ĥ0 e

−βĤ0) =
1

Z0

∞∑
n=0

(n+1/2)h̄ωe−β(n+1/2)h̄ω = h̄ω

[
1

2
+

1

eβh̄ω − 1

]
.

(7.179)

a) For T → 0 (β → ∞), it easy to see that 〈H〉 → h̄ω/2 (zero point energy). The zero point
energy is proportional to the angular frequency ω.

b) For T → ∞ (β → 0), one can show that 〈H〉 → kBT (classical approximation). The
demonstration is based on the expansion 1/(ex−1) ' [x+x2/2+. . .]−1 ' (1/x)[1−x/2+. . .],
where x = βh̄ω. The behaviour for T →∞ is independent of ω.

The probability density for the displacement x has a gaussian shape centred on 〈x〉 = 0:

ρ(x) = (1/σ
√

2π) e−x
2/2σ2

. (7.180)

The moments of the distribution can be calculated as

〈xk〉 =
1

Z0
Tr (xke−βH0) =

1

Z0

∞∑
n=0

〈n|xk|n〉 e−βEn . (7.181)

7.6.4 Normal coordinates and energy

We want to express the kinetic and potential energies in terms of the normal coordinates.
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Useful relation

As a preliminary step, it is convenient to introduce the relation∑
`

ei~q·
~R(`) =

{
N for ~q = 0 or ~q = ~G ,
0 otherwise .

(7.182)

Relation (7.182) is a consequence of the lattice periodicity; the sum is unchanged if an arbitrary
~R(`′) is added to ~R(`) in the sum:

∑
`

ei~q·
~R(`) =

∑
`

ei~q·[
~R(`)+~R(`′)] =

(∑
`

ei~q·
~R(`)

)
ei~q·

~R(`′) . (7.183)

This is possible only if conditions (7.182) are fulfilled.
As a consequence of (7.182),

∑
`

ei(~q+~q
′)·~R(`) =

{
N for ~q + ~q ′ = 0 or ~q + ~q ′ = ~G ,
0 otherwise .

(7.184)

Kinetic energy

Substituting the atomic displacements (7.102) in the expression of the kinetic energy, since only
the normal coordinates depend on time, the kinetic energy becomes

T =
1

2

1

N

∑
ακ

∑
~qs

∑
~q ′s

eα(κ|~qs) eα(κ|~q ′s′) Q̇(~qs) Q̇(~q ′s′)
∑
`

ei(~q+~q
′)·~R(`) . (7.185)

Taking into account that according to (7.184) the last sum is N if ~q = −~q ′, otherwise it is zero,
and considering the orthonormality relation of eigenvectors, one gets

T =
1

2

∑
~qs

Q̇(~qs) Q̇(−~qs) =
1

2

∑
~qs

Q̇(~qs) Q̇∗(~qs) . (7.186)

Potential energy

Substituting the atomic displacements (7.102) in the expression for the potential energy, the po-
tential energy becomes

V2 =
1

2N

∑
~qs
~q ′s′

∑
α`κ
α′`′κ′

Φ
(
α m
α′ m′

)
√
mκmκ′

ei~q·
~R(`) ei~q

′·~R(`′) eα(κ|~qs) eα′(κ
′|~q,′ s′) Q(~qs) Q(~q ′s′) (7.187)

Multipliying by
1 = ei~q

′·[~R(`)−~R(`)]

and recalling the definition of Fourier transformed dynamical matrix, (7.187) becomes

V2 =
1

2N

∑
~qs
~q ′s′

∑
ακ
α′κ′

D~q ′

( ακ
α′κ′

)[∑
`

ei(~q+~q
′)·~R(`)

]
eα(κ|~qs) eα′(κ

′|~q ′s′) Q(~qs) Q(~q ′s′) (7.188)

Taking again into account that according to (7.184) the sum in square parentheses is N if ~q = −~q ′,
otherwise it is zero and making use of the eigenvalue equation of e∗α(κ|−~qs) = eα(κ|~qs), one obtains

V2 =
1

2

∑
~qs
~s′

∑
ακ

ω2(~qs) eα(κ|~qs) e∗α(κ|~qs′) Q(~qs) Q(−~qs′) (7.189)
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At last, considering the orthonormality relation of eigenvectors, one finds taht the potential vibra-
tional energy can be expressed as

V2 =
1

2

∑
~qs

ω2(~qs)Q(~qs)Q(−~qs) =
1

2

∑
~qs

ω2(~qs)Q(~qs)Q∗(~qs) . (7.190)

A classical normal mode (~qs) can be considered as an independent harmonic oscillator of frequency
ω(~qs), whose amplitude and time dependence are described by the normal coordinate Q(~qs, t) =
Q0(~qs) eiω(~qs)t. The dimensions of the normal coordinate are [Q] = [M1/2L].
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Chapter 8

Vibrational thermal properties

In this chapter we discuss some equilibrium and non-equilibrium thermal properties of crystals
that are connected to the ion vibrational dynamics.
Two properties can be accounted for within the harmonic approximation with good accuracy:

1. the contribution of ion vibrations to the specific heat of crystals (§ 8.1)
2. the effect of ion vibrations on the Bragg diffraction peaks, quantified by the Debye-Waller

factors, which will be treated in Chapter 11.

Two properties can be accounted for only by considering anharmonicity:

3. the thermal expansion (§ 8.2)
4. the vibrational contribution to the heat conduction (§ 8.3)

8.1 Vibrational heat capacity
Specific heats (and heat capacities) of solids depend on the ion vibrations and, for conductors, also
on electronic properties.
In insulators, the specific heat depends only on the dynamical properties of ions; more specifically,
it depends on the normal mode frequencies, say on the eigenvalues of the dynamical matrix. The
eigenvectors of the dynamical matrix have no influence on specific heats.

8.1.1 The contribution of a single normal mode

According to (7.129), the average energy stored in a normal mode of frequency ω at the temperature
T is given by

〈ε〉 = h̄ω

[
1

2
+

1

eh̄ω/kBT − 1

]
. (8.1)

The constant-volume contribution of the single mode to the heat capacity is :

cv =

(
∂〈ε〉
∂T

)
v

= kB

(
h̄ω

kBT

)2
eh̄ω/kBT(

eh̄ω/kT − 1
)2 . (8.2)

One can show (see§ 8.4.1) that

a) for T →∞ the single mode contribution cv → kB (classical limit);
b) at low temperatures

cv ' kB

(
h̄ω

kBT

)2

e−h̄ω/kBT (8.3)

and for T → 0 the single mode contribution cv → 0.

197
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8.1.2 The total heat capacity
The total vibrational energy of a crystal in equilibrium at temperature T = 1/βkB is the sum of
the contributions of all normal modes, each one with frequency ω(~qs):

〈E〉 =
∑
~qs

1

2
h̄ω(~qs) +

∑
~qs

h̄ω(~qs)

eh̄ω(~qs)/kBT − 1
. (8.4)

For T → ∞ equation (8.4) reduces to the classical expression E = 3NnkBT , where N is the
number of primitive cells and n is the number of atoms per primitive cell.
The constant-volume specific heat per unit volume is:

cv =
1

V

(
∂〈E〉
∂T

)
v

=
∂

∂T

∑
~qs

h̄ω(~qs)

eh̄ω(~qs)/kBT − 1
. (8.5)

The specific heats of some crystals are compared in Fig. 8.1, left.
For T →∞ equation (8.5) reduces to the classical law of Dulong and Petit Cv = 3NnkB .
The low-temperature behaviour requires more attention than for a single mode.

Integration over the first Brillouin Zone

To calculate (8.5) it is convenient to substitute the sum over the discrete ~q values by an integral
over the 1st Brillouin Zone (BZ):∑

~qs

· · · −→
∑
s

∫
BZ

· · · ρ(~q) d~q , (8.6)

where ρ(~q) is the number of ~q points per unit volume in the 1st BZ:

ρ(~q) =
N

Vb
=

N

(2π)3/Va
=

NVa
(2π)3

=
V

(2π)3
(8.7)

Here Va and Vb are the volumes of the primitive cells in direct and reciprocal space, respectively,
and V is the volume of the crystal. The relation (8.6) becomes∑

~qs

· · · −→ V

(2π)3

∑
s

∫
BZ

· · · d~q . (8.8)

and the constant-volume specific heat per unit volume (8.5) can be evaluated by

cv =
1

(2π)3

∂

∂T

[∑
s

∫
d~q

h̄ω(~qs)

eh̄ω(~qs)/kBT − 1

]
. (8.9)

Low-temperature specific heat

A common behaviour is shared by all systems at low temperatures, where

a) only the low-frequency acoustic modes can store thermal energy
b) acoustic modes have a linear dispersion relation ω = csq

c) the integration of (8.8) can anyway be extended to all the reciprocal space, since at low T
only the low-frequency modes are excited and contribute to the integral.

As a consequence, one finds (see Ashcroft-Mermin for details) that for T → 0 the specific heat per
unit volume, for any system, tends to a cubic dependence on temperature:

cv −→
2π2

5
kB

(
kBT

h̄c

)3

(8.10)

In spite of being the sum of a large number of Einstein-like single-mode contributions, the total
specific heat has a low-temperature (8.10) behaviour different from the Einstein behaviour(8.3).
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Figure 8.1: Left: comparison of specific heats of different crystals. Right: Debye specific heat as a
function of the reduced temperature T/ΘD.

One-dimensonal model

The physical origin of the low-temperature behaviour of specific heats (8.10) can be better grasped
by considering the simplest case of the monatomic one-dimensional crystal.
At any temperature T , only the modes with frequency ω < ω′ = kBT/h̄ are significantly excited,
and their energy content is to a good approximation ' kBT .
If T is sufficiently low, the dispersion relation ω(k) is linear, and the frequency values ω are equally
spaced as the q values are; let the spacing between adjacent frequency values be δω. The number
of thermally excited modes is thus ' ω′/δω = kBT/h̄δω ∝ T .
The total energy is thus proportional to T 2, and the specific heat of the one-dimensional system
is proportional to T .
Note that at sufficiently high temperature all normal modes become excited (classical approxima-
tion); the number of excited modes is thus independent of temperature and the energy stored is
now proportional to T , not to T 2.
The reasoning for the low-temperature behaviour can be extended to two and three-dimensional
crystals, where the number of excited modes at low temperature is proportional to T 2 and T 3,
respectively.

The vibrational density of states

The total energy and the heat capacity only depend on the frequency distribution, not on the
eigenvectors of the dynamical matrix nor on the ~q directions. It is thus convenient to introduce
a vibrational density of states (VDOS) g(ω) that is a function only of the frequency ω of normal
modes, and is defined by

g(ω) dω =
V

(2π)3

∑
s

d~q δ [ω − ω(~qs)] . (8.11)

The relation between dispersion curves and VDOS is illustrated in Fig. 8.2 for the case of Ger-
manium, where both acoustic and optic branches are present. In Fig. 8.3 the VDOS of Cu (only
acoustic modes) are compared with the VDOS of CdTe (3 acoustic branches and 3 optic branches).
The total energy (8.4) can be expressed as

E =

∫ ∞
0

[
1

2
+

1

eh̄ω/kBT − 1

]
h̄ω g(ω) dω , (8.12)

and the heat capacity is the integral of the Einstein-like one-mode contributions (8.2) weighted by
the VDOS g(ω):

Cv =

(
∂E

∂T

)
v

= kB

∫ ∞
0

(
h̄ω

kBT

)2
eh̄ω/kBT

(eh̄ω/kBT − 1)2
g(ω) dω . (8.13)

The calculation of the heat capacity through (8.13) requires that the VDOS g(ω) is known.
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Figure 8.2: Relation between dispersion curves and VDOS g(ν) for Germanium.

The Einstein model

The Einstein approximate model consists in considering 3N normal modes with the same frequency
ωE , say g(ω) = δ(ω − ωE). The total vibrational energy of the crystal depends on temperature
according to

〈E〉 = 3N h̄ωE

[
1

2
+

1

eh̄ωE/kBT − 1

]
. (8.14)

The heat capacity in the Einstein model is

Cv = 3NkB

(
h̄ωE
kBT

)2
eh̄ωE/kBT(

eh̄ωE/kT − 1
)2 . (8.15)

The Einstein model doesn’t reproduce the T 3 low-temperature behaviour. For the interpretation
of specific heats, the Einstein model has only historical interest.

0 2 4 6 8

Cu

Frequency (THz)

VD
O

S 
(a

rb
. u

.)

0 2 4 6

CdTe

Frequency (THz)

Figure 8.3: Left: VDOS for Cu; the contributions of TA modes give the VDOS below 6.3 THz, the
contribution of LA modes gives the peak around 7 THz. Right: VDOS for CdTe; the contributions
of TA modes (below 2 THz), LA modes (below 4THz) and optic modes (above 4 THz) can be
easily distinguished.

8.1.3 The Debye model
The Debye approximate model is based on the following assumptions.

1. All phonon branches (acoustic + optic) are substituted by three acoustic branches with
the same linear dispersion relation ω = csq. (In refined treatments, three different sound
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velocities are sometimes considered). Optic branches are transformed into extensions of the
acoustic branches by a proper BZ zone extension.

2. The first BZ is substituted by a Debye sphere, whose volume is

VD =
4

3
πq3
D =

(2π)3

Va
(8.16)

where qD is the radius of the sphere and Va is the volume per atom in the real-space,
corresponding to the volume of the primitive cell for monatomic lattices (such as Cu).

3. To the radius qD of the Debye sphere there corresponds a Debye frequency ωD = csqD, such
that, taking into account of (8.16),

ω3
D =

6π2c3s
Va

. (8.17)

4. Since the dispersion relation is linear, it is easy to see that the VDOS is parabolic. To this
purpose, let us consider a sphere of radius q = ω/cs in the reciprocal space, whose volume
is 4πq3/3 = 4πω3/3c3s. The number of wavevectors within the sphere is the product of the
density times the volume

N =
V

(2π)3

4

3
π
ω3

c3s
, (8.18)

so that the density of states VDOS is

g(ω) = 3
dN

dω
= 3

V

(2π)3
4π

ω2

c3s
=

3V

2π2

ω2

c3s
(8.19)

where the factor 3 takes into account the number of acoustic branches.
Substituting cs = ωD/qD, taking into account (8.18) and remembering that V/Va = Nn, one
finds finally

g(ω) =
9Nn

ω3
D

ω2 (8.20)

One verify easily that
∫
g(ω) dω = 3Nn, equal to the total number of degrees of freedom.

In spite of its quite crude approximations, the Debye model is still a useful reference, and the
Debye temperature is a frequently used parameter.

Debye heat capacity

By substituting the Debye density of states (8.20) into the general expression for the heat capacity
(8.13) one obtains

Cv = 9NnkB

∫ ωD

0

(
h̄ω

kBT

)2
eh̄ω/kBT

(eh̄ω/kBT − 1)2

ω2

ω3
D

dω . (8.21)

It is convenient to define the new variable of integration, and modify accordingly the integration
limit

x =
h̄ω

kBT
, xD =

h̄ωD
kBT

=
ΘD

T
(8.22)

where the Debye temperature has been introduced

ΘD = h̄ωD/kB . (8.23)

By substituting (8.22) into (8.21) one gets finally

Cv = 9NnkB

(
T

ΘD

)3 ∫ ΘD/T

0

x4 ex

(ex − 1)2
dx . (8.24)

The behaviour of the Debye specific heat is shown in Fig. 8.1, right.
The Debye model only depends on one parameter, the Debye frequency ωD or the Debye tem-
perature ΘD. In spite of the differences between the Debye VDOS and the realistic VDOS, the
reproduction of the specific heats is quite good also for non-Bravais crystals, say crystals exhibiting
optical branches. The low-temperature T 3 behaviour is reproduced by the Debye model.
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Meaning of the Debye temperature

The Debye model is used in a number of physical problems, of which the specific heat is only one
example, perhaps the most important. The Debye temperature is a frequently used parameter,
with different, although correlated, phenomenological interpretations:

a) separation between the low-T region where quantum effects are relevant and the high-T
region where the classical approximation is suitable;

b) separation between the low-T region where the excited modes can be treated by the contin-
uum approximation and the high-T region where the discrete description is necessary;

c) separation between the low-T region where the thermal contribution of long-wavelength
modes prevails and the high-T region where all modes contribute on equal foot;

d) measure of the average strength of interatomic forces: higher ΘD correspond to higher average
frequencies and stronger average interatomic forces

Note that Debye temperatures obtained from different techniques (specific heat measurements,
Debye-Waller factors of diffraction, etc) can be significantly different for the same system.

Table 8.1: Examples of Debye temperatures and their correlation with other physical properties.

ΘD Cohesive energy melting point
(K) (eV/atom) (K)

Diamond 1860 5.81 3820
Silicon 625 4.63 1683
Copper 315 3.49 1358
Gold 170 3.81 1337
Lead 88 2.03 601

8.1.4 Anharmonicity effects
The main characteristics of the temperature dependence of specific heats can be accounted for
within the harmonic approximation.
Only at high temperatures can the experimental behaviour deviate from the harmonic theory.
Anharmonicity effects produce a slight linear increase with respect to the harmonic theory.

8.2 Thermal expansion
Anharmonicity is neccessary to account for thermal expansion. As we will see below, a perfectly
harmonic crystal cannot undergo thermal expansion.
For one-dimensional systems, such as two-atomic molecules, thermal expansion is positive (§ 7.1).
For crystals, where the potential energy is defined within a many-dimensional configuration space,
thermal expansion is not necessarily positive.

8.2.1 Thermodynamics of thermal expansion
The coefficient of volume thermal expansion is defined as

β =
1

V

(
∂V

∂T

)
p

. (8.25)

The coefficient of linear thermal expansion is defined as

α =
1

`

(
∂`

∂T

)
p

. (8.26)
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For cubic crystals, by considering V as the volume of the conventional cell and ` = a the cell
parameter, it is easy to see that β = 3α.

The Grüneisen function

By exploiting some standard thermodynamic identities (see § 8.4.2) one can show that

β = χT

(
∂p

∂T

)
V

= χT
Cv
V

[
∂p

∂(U/V )

]
V

= χT
cv
v

[
∂p

∂(U/V )

]
V

, (8.27)

where Cv is the constant-volume heat capacity, cv is the constant-volume molar specific heat, U/V
is the energy per unit volume, v is the molar volume and χT is the isothermal compressibility

χT = − 1

V

(
∂V

∂p

)
T

. (8.28)

Both specific heat and isothermal compressibility cannot be negative, in order to guarantee the
stability of thermodynamic equilibrium.

The last factor in (8.27) is called Grüneisen function

γ(T ) =

[
∂p

∂(U/V )

]
V

. (8.29)

Equation (8.27) can thus be rewritten as

β = χT
cv
v
γ . (8.30)

Physically, (8.27) shows that the variation of volume induced by the variation of temperature can
be decomposed into three logical steps:

1. An increase of temperature corresponds to an increase of internal energy, measured by the
specific heat cv (which is never negative).

2. The increase of internal energy produces a variation of internal pressure that can be positive
or negative and is measured by the Grüneisen function.

3. Since the crystal is in equilibrium with its surroundings at constant pressure, the increase
of internal pressure when γ > 0 must be compensated by a reduction obtained through a
volume increase (χT is never negative); viceversa, a reduction of pressure when γ < 0 must
be compensated by an increase obtained through a reduction of volume.

An example of the relation between the four quantities of (8.27) is given in Fig. 8.4.

8.2.2 Vibrational dynamics and thermal expansion

Let us now seek a connection between the thermodynamical description of thermal expansion and
the vibrational microscopic properties of crystals.
To that purpose, we will build on the harmonic approximation. We will show that the harmonic
approximation cannot account for thermal expansion. On the other hand, the anharmonic pertur-
bation theory is prohibitively intricate, even to first order.
It is however possible, for weakly anharmonic systems, to account for thermal expansion by a slight
modification of the harmonic theory, which consists in letting the frequencies of normal modes to
depend on the volume (quasi-harmonic approximation).
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Figure 8.4: Thermal expansion of NaCl. From left to right: volume thermal expansion coefficient
β, constant-volume molar specific heat cv, isothermal compressibility χT and Grüneisen function
γ(T ).

Dependence of pressure on temperature

According to the first equality of (8.27), the coefficient of thermal expansion β is proportional to
the derivative of pressure with respect to temperature. To study the connection between thermal
expansion and vibrational properties, it is convenient to find the dependence of pressure on the
normal mode frequencies.
To this purpose, let us start from the Helmholtz function F = U − TS, whose differential is
dF = −S dT − p dV . The pressure is

p = −
(
∂F

∂V

)
T

. (8.31)

The Helmholtz function is connected to the partition function Z by F = −kBT lnZ.
According to (7.127), the partition function for the vibrational degrees of freedom of a harmonic
crystal is

Zvib =
∏
~qs

e−βh̄ω(~qs)/2

1− e−βh̄ω(~qs)
. (8.32)

The vibrational contribution to the Helmholtz function (Fig. 8.5) is

Fvib = −kBT lnZvib =
∑
~qs

{
1

2
h̄ω(~qs) + kBT ln

[
1− e−βh̄ω(~qs)

]}
. (8.33)

By adding the static contribution to internal energy, the Helmholtz function becomes F = U0+Fvib

and pressure is

p = −
(
∂F

∂V

)
T

= −
(
∂U0

∂V

)
T

− 1

2

∑
~qs

(
∂h̄ω(~qs)

∂V

)
T

−
∑
~qs

1

eβh̄ω(~qs) − 1

(
∂h̄ω(~qs)

∂V

)
T

. (8.34)

The last step is to evaluate the derivative of pressure with respect to temperature(
∂p

∂T

)
V

. (8.35)

and insert it in (8.27). The first two sums on the right of (8.34), related to the static energy and
to the zero-point energy, are independent of temperature. So, we have to evaluate the derivative
of the last sum.
Before that, let us make two simple but important preliminary remarks.
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First remark: If the frequency is independent of volume

The temperature dependence of pressure is contained in the last sum of (8.27), where each
temperature-dependent term is weighted by the volume derivative of the corresponding frequency.
If the frequencies are independent of volume, then (∂p/∂T )V = 0 and there is no thermal expansion,
β = 0.
For the a two-atomic molecule, say a one-dimensional harmonic oscillator (Section 7.1), the fre-
quency is independent of the amplitude of oscillations and there is no thermal expansion. For
anharmonic oscillators, instead, the frequency is a function of the amplitude, according to (7.27)
on page 167, and there is positive thermal expansion.
How can these remarks be extended to many-atomic systems such as crystals, where the harmonic
approximation is related to the Born-von Karman expansion of the whole crystal potential energy?

Second remark: A harmonic crystal has zero thermal expansion

Let us consider the expansion of the crystal potential energy for a harmonic crystal:

V = V0 + V2 = V0 +
1

2

∑
α`κ
α′`′κ′

Φ

(
α ` κ

α′`′κ′

)
uα(`κ)uα′(`

′κ′) , (8.36)

where the atomic displacements are evaluated with respect to the average positions, which for a
harmonic crystal coincide with the rest positions.
Let us now suppose that the crystal is strained by applying a force to each atom (`κ) with com-
ponents Fα(`κ), so that the volume of the strained crystal is modified and the potential energy
becomes

V ∗ = V0 −
∑
α`κ

Fα(`κ)uα(`κ) +
1

2

∑
α`κ
α′`′κ′

Φ

(
α ` κ

α′`′κ′

)
uα(`κ)uα′(`

′κ′) , (8.37)

The atoms of the strained crystal vibrate around new average positions. Let ~δ(`κ) be the dis-
placement of the atom `κ from the old to the new average position, and ~u ∗(`κ) be the atomic
displacement with respect to the new average positions. The displacement of each atom with
respect to the old average positions is then expressed as

uα(`κ) = δα(`κ) + u∗α(`κ) . (8.38)

By substituting the expressions (8.38) for all atoms in (8.37), one finds that the second-order term
V ∗2 with respect to the new average positions has the same force constants.

V ∗2 =
1

2

∑
α`κ
α′`′κ′

Φ

(
α ` κ

α′`′κ′

)
u∗α(`κ)u∗α′(`

′κ′) , (8.39)
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As a consequence, the eigen-frequencies ω(~qs) are not modified by the change of average positions,
say by the change of volume, the last sum of (8.27) is zero, the derivative of pressure with respect
to temperature is zero and β = 0.
Note: To grasp the basic idea, let us consider a one-dimensional harmonic oscillator represented

by a mass attached to a spring. The force constant and the corresponding frequency are not
modified if the system oscillates in a horizontal direction or in a vertical direction, although
in the vertical direction the spring is strained by gravity.

Mode Grüneisen parameters

Let us now come back to (8.27) and insert the expression of pressure (8.34) into (8.27):

β = χT

(
∂p

∂T

)
V

= −χT
∑
~qs

[
∂

∂T

(
1

eβh̄ω(~qs) − 1

)
∂ h̄ω(~qs)

∂V

]

= −χT
∑
~qs

[
Cv(~qs)

1

h̄ω(~qs)

∂ h̄ω(~qs)

∂V

]
(8.40)

= χT
1

v

∑
~qs

cv(~qs) γ(~qs) .

In the last line of (8.41), the quantities

γ(~qs) = −∂ lnω(~qs)

∂ lnV
(8.41)

are the mode Grüneisen parameters.
By comparing (8.41) with (8.30), one sees that the Grünesien function is connected to the mode
Grüneisen parameters by

γ(T ) =

∑
~qs cv(~qs) γ(~qs)∑

~qs cv(~qs)
. (8.42)

- Normal modes with positive Grüneisen parameters, for which an increase of volume is ac-
companied by a reduction of frequency and viceversa, give a positive contribution to thermal
expansion.

- Normal modes with negative Grüneisen parameters, for which an increase of volume is ac-
companied by an increase of frequency and viceversa, give a negative contribution to thermal
expansion.

The temperature dependence of the Grüneisen function is thus determined by the progressive
population of modes with different Grüneisen parameters.

Quasi-harmonic approximation

The above treatment of thermal expansion in terms normal vibrational modes represents the so-
called quasi-harmonic approximation.
The quasi-harmonic approximation consists in maintaining the description of atomic vibrations
in terms of normal modes, and taking into account anharmonicity effects by a variation of the
frequency of each normal mode as a function of the volume through the mode Grüneisen parameters.

8.2.3 Bond expansion and lattice expansion
In § 7.1, we have considered the effects of anharmonicity on a two-atomic molecule (one-dimensional
oscillator). In this § 8.2 we have considered the volume expansion (or equivalently the linear lattice
expansion) of a crystal.
It is of interest, for crystals, to compare the expansion of the lattice and the expansion of single
inter-atomic bonds.
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Figure 8.6: Left: Relation between equilibrium bond distance ~R0 and instantaneous bond distance
~r between neighbouring atoms; top: ellipsoids of atmic displacements; bottom: ellipsoid of relative
displacements. Right: Thermal expansion of the average nearest-neighbour distance 〈r〉 in CdTe
measured by EXAFS spectroscopy (symbols); the continuous line is the thermal expansion of the
crystallographic distance Rc between the average atomic positions.

1. The lattice thermal expansion (expressed by the volume or linear expansion coefficients)
depends on the average behaviour of all the atoms. The lattice thermal expansion can
be measured by elastic scattering experiments (e.g. X-ray diffraction) or by macroscopic
techniques, such as dilatometry.
The lattice thermal expansion is connected to the anharmonicity of the total crystal potential
energy expanded in power series of the atomic displacements uα(`κ).

2. The thermal expansion of the bond between any pair of atoms can be measured by a suitable
local probe, such as EXAFS (see Section 11.8).
The bond expansion is connected to the anharmonicity of a one-dimensional pair potential
expanded in power series of the variation of interatomic distance u = r − R0. Note that we
should consider here not the single pair potential, but an effective pair potential, taking into
account the effect of interaction with all the atoms of the crystal.

Bond distance

Let us consider a pair of atoms A and B embedded in a crystal and let Rc = |〈~rB〉 − 〈~rA〉| be the
distance between the average atomic positions (crystallographic distance), which for simple crystals
is proportional to the lattice parameters measured by elastic scattering. Its thermal expansion is
proportional to the lattice thermal expansion and is quantified by the linear expansion coefficient.
The instantaneous bond distance (Fig. 8.6, left) is connected to the distance Rc by

~r = ~Rc + ~uB − ~uA = ~Rc + ∆~u , (8.43)

where ~uB and ~uA are the instantaneous displacements of the two atoms and ∆~u = ~uB − ~uA is the
instantaneous relative displacement.
One can easily verify that the instantaneous scalar bond distance r can be expressed as

r =

[(
~Rc + ∆~u

)2
]1/2

' Rc + ∆u‖ +
∆u2
⊥

2Rc
−

∆u‖∆u
2
⊥

2R2
c

+
4∆u4

⊥
8R3

+ · · · , (8.44)

where ∆u‖ and ∆u⊥ are the projections of the relative displacement ∆~u along the bond direction
and in the perpendicular plane.
Let us now consider the canonical average of (8.44), limited to the leading terms in atomic relative
displacements:

〈r〉 ' Rc + 〈∆u‖〉+
〈∆u2

⊥〉
2Rc

= Rc +
〈∆u2

⊥〉
2Rc

. (8.45)
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The average bond distance 〈r〉 = 〈|~rB − ~rA|〉 is larger that the crystallographic distance Rc owing
to the effect of vibrations perpendicular to the bond direction, quantified by 〈∆u2

⊥〉. Since the
amplitude of perpendicular vibration increases with temperature, the thermal expansion of the
bond distance 〈r〉 is larger than the expansion of the crystallographic distance Rc.
A quantitative example of the difference between 〈r〉 and Rc and their temperature dependencies
is shown in Fig. 8.6, right.

Pair potential and crystal potential

Let us suppose that the effective pair potential is perfectly harmonic, say quadratic with respect
to the variations of the inter-atomic distance:

V = v0 + k(r −Rc)2/2 . (8.46)

If each distance variation r − Rc in (8.46) is expressed in terms of the atomic displacements ~u,
according to (8.44), it is easy to understand that higher-order terms in the power expansion of the
crystal potential are introduced. The crystal potential is thus anharmonic, even if the effective
pair potential is harmonic.
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Figure 8.7: Linear expansion coefficient α (left) and Grünesien functions for some crystals with
the diamond or zincblende structures.

8.2.4 Negative thermal expansion
Positive and negative contributions to thermal expansion

The lattice thermal expansion can be considered as the net effect of two opposite contributions,
one positive and the other negative.
When, as it happens for the large majority of cases, the positive contribution prevails over the
negative one, the crystal undergoes positive thermal expansion β > 0.
When the negative contribution prevails, the crystal undergoes negative expansion.
The two opposite contributions can be described from two different, and non equivalent, points of
view, one based on a real space approach, the other on a reciprocal space approach.
In the first approach, the thermal expansion of the nearest-neigbour average distance 〈r〉 (bond
thermal expansion) is expected to be positive as effect of the anharmonicity of the bond-strecthing
potential energy.
The lattice thermal expansion is the sum of the following two opposite contributions:
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Figure 8.8: Left: thermal expansion of the cell parameter of ZrW2O8, from Mary, Evans, Vogt and
Sleight, Science, 272 (1996). Right: sketch of the framework stcructure.

1. The positive contribution due to the bond stretching, corresponding to the expansion of the
bond distance 〈r〉.

2. A negative contribution due to the relative vibrations perpendicular to the bond, measured
by 〈∆u2

⊥〉, often referred to as “tension effects”.

Within the alternative approach, based on the vibrational dynamics within the quasi-harmonic
approximation, the positive contribution to the lattice thermal expansion is due to normal modes
with positive Grüneisen parameters, and the negative contribution to thermal expansion is due
to normal modes with negative Gruüneisen parameters. A crystal undergoes negative expansion
when the total contribution of modes with negative Grüneisen parameters prevails over the total
contribution of modes with positive Grüneisen parameters.

Examples of negative thermal expansion

Several crystals with the relatively open diamond or zincblende structures (such as Si, Ge, GaAs,
CdTe) exhibit negative expansion in a limited low-temperature interval (Fig. 8.7). The negative
contribution to expansion is attributed to some TA normal modes at the BZ boundary with negative
Grüneisen parameters.
Some crystals exhibit negative expansion in very large temperature intervals. A typical example
is ZrW2O8, whose lattice parameter contracts from 0 to 1400 K (Fig. 8.8). These crystals are
characterized by framework structures, composed by tetrahedral and/or octahedral structural units
joined by the corners. The rotation of structural units around the joining corners can give rise to
strong tension effects with negative contribution to thermal expansion.

8.3 Thermal conductivity

Thermal conductivity in insulating crystals is only due to lattice vibrations. In metals, the con-
tribution of electrons has to be added. We consider here only the lattice contribution to thermal
conductivity.

8.3.1 Definition of thermal conductivity

The local flux of thermal energy along a one-dimensional system of cross-section A,

Jth =
1

A

d̄Q

dt
, (8.47)
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depends on the temperature gradient according to

Jth = −Kth
dT

dx
, (8.48)

where Kth is the coefficient of thermal conductivity, measured in W(mK)−1.
The inverse of the coefficient of conductivity is the thermal resistivity.
Note: For a three-dimensional case, the vector flux ~Jth is connected to the temperature gradient

~∇T by a relation similar to (8.48),

~Jth = −Kth
~∇T , (8.49)

where now the thermal conductivity Kth is a tensor quantity.

Measurement of thermal conductivity

The coefficient Kth can be measured by setting up a constant flux Jth along the rod and measuring
the temperatures T1 and T2 at two different points x1 and x2, respectively:

|Kth| =
Jth ∆x

∆T
, (8.50)

The limiting case of infinite thermal conductivity (zero thermal resistivity) corresponds to one of
the two situations:

1. No temperature variation is measured, ∆T = 0, for a finite flux Jth.
2. For ∆T 6= 0, the flux Jth is only limited by the power released by the heat source.

Thermodynamical considerations

The flow of heat is an irreversible process. A system affected by thermal flow is out of thermody-
namical equilibrium.
We consider here only stationary (steady-state) heat flows, Jth = constant, without sources or
sinks within the rod, so that the input and output fluxes are equal: Jin = Jout = Jth.
Regions of relatively small size of the system can be treated as if they were in a state of local
thermodynamical equilibrium, so that temperature can be locally defined and measured.

Types of thermal fluxes

Three mechanisms of heat transfer can be distinguished

1. conduction, transfer of heat in material systems without transfer of matter (possible for both
solids and fluids),

2. convection, transfer of heat together with transport of matter (possible for fluids, not for
solids),

3. radiation, transfer of heat without any material support.

In the following, we consider only the mechanism of heat transfer by conduction.

8.3.2 Thermal conductivity in molecular gases
The formal treatment of thermal conductivity in crystals can be better understood if a preliminary
account of thermal conductivity in molecular gases is given. (We use here the term “molecular
gases” to distinguish from the “phonon gases”, which will be introduced below).
We refer to a gas enclosed in a rod-shaped vessel, whose extrema are maintained at different
temperatures Tin and Tout (Tin > Tout) (Fig. 8.9). The number of molecules inside the vessel is
constant and, for a steady state of heat transfer in the absence of convection, there is no drift
velocity, say no net movement of matter from left to right or viceversa. We assume conditions of
local equilibrium, so that local values of temperature T , number density n and average velocity
〈v〉 are meaningful.
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Figure 8.9: A rod-shaped vessel (blue) containing a molecular gas and connected, at the two
extrema, to two reservoirs at temperatures Tin and Tout supports a steady-state flux of heat Jth

from the hot face to the cold face.

Approximate theory

It is reasonable to assume that:

1. The steady-state flux of heat Jin = Jth = Jout is due to the different amount of average
energy carried by the molecules moving from the high-T regions to the low-T regions with
respect to the molecules moving from the low-T to the high-T regions.

2. The thermalisation at different temperatures of the different regions along the vessel is guar-
anteed by the collisions (say scattering processes) between the gas molecules.

Let us consider a cross section A of the vessel and two regions immediately to the left and to the
right, with average local temperatures T2 and T1, respectively (Fig. 8.9). In conditions of steady-
state heat flux, the surface A is crossed by an equal number of molecules N2 from left to right and
N1 from right to left in the unit time.
Let us further assume, for the moment, that the molecules move along the rod with a velocity only
depending on the position (say we neglect for the moment the thermal distribution of velocities).
This means that

N2 = N1 ⇒ n2v2x = n1v1x = nvx , (8.51)

where n1 and n2 are the number densities to the right and to the left of the surface A, v1x and v2x

are the corresponding velocities and nvx is the common product.
Taking into account the two possible directions of velocity vx, the heat fluxes from left to right
and from right to left crossing the surface A can be expressed as

J1 =
1

2
n1v1x ε1 =

1

2
nvx ε1 , J2 =

1

2
n2v2x ε2 =

1

2
nvx ε2 , (8.52)

where ε1 and ε2 are the average energies of the molecules at the temperatures T1 and T2, respec-
tively. The net heat flux crossing the surface A is thus

Jth = J2 − J1 =
1

2
n vx ∆ε . (8.53)

Introducing the relaxation time τ , say the average time between two consecutive collisions, the
energies ε1 and ε2 can be expressed in terms of the distance of the position of the last collision
from the position x of the partition A:

∆ε = ε2 − ε1 = ε(x− vxτ)− ε(x+ vxτ)

= −2
dε

dx
vxτ = 2

dε

dT

(
−dT
dx

)
vxτ , (8.54)

so that
Jth = −cv v2

x τ
dT

dx
, (8.55)

where cv is the specific heat per unit volume.
If now we consider the distribution of molecular velocities, so that 〈v2

x〉 = 1
3 〈v

2〉, the heat flux can
be expressed as

Jth = −1

3
cv 〈v2〉 τ dT

dx
. (8.56)
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Approximate formula

The foregoing treatment leads to the approximate expression

Kth =
1

3
cv v̄ ` =

1

3
cv 〈v2〉 τ (8.57)

where

a) cv is the specific heat per unit volume (independent of T for monatomic gases); the specific
heat connects the temperature gradient to the gradient of energy density;

b) v̄ = is the root mean square molecular velocity, v̄ = [〈v2〉]1/2, proportional to
√
T ;

(for air at room temperature v̄ ' 500 m/s)
c) τ is the relaxation time, say the mean time between two consecutive collisions
d) ` = τ v̄ is the mean free path between two consecutive collisions

(for air at room temperature, ` ' 600 Å)

Table 8.2: Coefficient of thermal conductivity for some selected gases.

Gas H2 O2 CO2 Ar Kr
Kth (Wm−1 K−1) 0.176 0.024 0.014 0.016 0.008

The coefficient Kth for molecular gases

a) is quite independent of pressure, since when pressure increases the variation of cv is compen-
sated by the reduction of `,

b) is roughly proportional to
√
T because of the proportionality to v̄,

c) is higher for lighter molecules, whose root mean square velocity v̄ is lower, see Table 8.2.

8.3.3 Vibrational thermal conductivity in crystals

Let us now consider the thermal conductivity in crystals.

Inadequacy of the harmonic approximation

In the harmonic theory, the stationary eigenstates of the harmonic Hamiltonian are the normal
modes. In thermodynamic equilibrium, the modes ~q and −~q have the same energy content (the
same number of phonons) and no net energy transport takes place. The transmission of thermal
energy by normal modes can be accounted for by an unbalance between the number of phonons
with wavevector ~q in the direction of heat conduction and with wavevector −~q in the opposite
direction.

One can consider a perfect harmonic crystal connecting two reservoirs at different temperatures.
The perfect harmonic crystal would exchange phonons with the two reservoirs but would exhibit an
infinite thermal conductivity, say zero thermal resistivity. A flux of heat carried by normal modes,
which are intrinsically de-localised, could not cause a temperature gradient along the crystal.
There is some similarity with the energy flux carried by an electromagnetic wave which exchanges
photons with a source and an absorber.

Real crystals exhibit finite thermal conductivities: the heat flux is accompanied by a tempera-
ture gradient. Besides, thermal conductivities exhibit peculiar temperature dependencies, some
examples of which are given in Fig. 8.10.
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Beyond the harmonic approximation

In order to account for the real behaviour of crystals, we need a mechanism by which a) different
regions of the crystals are thermalised at different temperatures and b) heat enters from the hot
reservoir into the crystal, is transferred along the crystal and finally is released to the cold reservoir.
Such a mechanism is based on a particle-like approach in which the quanta of thermal energy (the
phonons) are somewhat localised. By considering phonons as localised particles, which can be
created or annihilated, one can achieve the following goals:

1. the exchange of energy of the crystal with the hot and cold external reservoirs can be described
in terms of phonon creation and annihilation, respectively, within the crystal;

2. the transfer of thermal energy along the crystal can be described in terms of phonons; move-
ment,

3. the local thermalisation can be attributed to collisions between phonons.

It is useful to highlight the similarities and the differences between the phonon gas here introduced
and the molecular gas considered above:

a) common properties are the heat transport due to particle movement and the thermalisation
due to particle collisions;

b) the main difference is that phonons can be created and annihilated at the boundaries of the
crystal and in the collision processes.

Phonons cannot be strictly considered as particles; they only exist as collective excitations of a
large number of interacting atoms. For that reason they are qualified as quasi-particles.
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Figure 8.10: Thermal conductivity of different semiconductors as a function of temperature: AlN
[G.A. Slack et al., J. Phys. Chem. Solids 48, 641 (1987)], Si [C. Glassbrenner and G. A. Slack,
Phys. Rev. 134, A1058 (1964)] and LiF [P. D. Thatcher, Phys. Rev. 156, 975 (1967)]. For LiF,
four specimens of different size have been considered.

Phonons as wave packets

The particle-like picture depicted above requires that phonons have a spatial localisation, which
can be achieved by considering phonons as wave packets of spatial extent ∆~r in the real space and
∆~q in the reciprocal space, connected by the uncertainty relation ∆x∆qx ' 1.
Without going into details, it is clear that the size of a wave packet size in both the real and
reciprocal spaces should undergo the following limitations:

a) in real space: atomic size � phonon size ∆~r � crystal size
b) in reciprocal space: phonon size ∆~q � first BZ extension
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Anharmonicity and phonon collisions

In order to account for phonon collisions, responsible for local thermalisation, it is necessary to
consider the anharmonic terms of the crystal potential energy.
In Section 7.4 we have seen that the harmonic Hamiltonian can be expressed in terms of normal
coordinates and momenta (eq. 7.113)

H =
1

2

∑
~qs

[
P (~qs)P ∗(~qs) + ω2(~qs)Q(~qs)Q∗(~qs)

]
. (8.58)

and that normal coordinates and momenta can in turn be expressed in terms of creation and
destruction operators, so that (eq. 7.123)

H =
∑
~qs

[
a†(~qs) a(~qs) +

1

2

]
h̄ω(~qs) =

[
n(~qs) +

1

2

]
h̄ω(~qs) . (8.59)

The matrix elements of the harmonic Hamiltonian are zero between states with different number
of phonons for a each normal mode.
By a similar procedure, one can show that the anharmonic terms in the Born-von Karman expan-
sion of the crystal potential can be expressed as a function of normal coordinates; the third-order
term becomes

V3 =
1

3!N1/2

∑
~q~q ′~q ′′
ss′s′′

Ψ

(
~q ~q ′ ~q ′′

s s′ s′′

)
Q(~qs)Q(~q ′s′)Q(~q ′′s′′) ∆(~q + ~q ′ + ~q ′′) (8.60)

where

∆(~q + ~q ′ + ~q ′′) =
1

N

∑
`

ei(~q+~q
′+~q ′′)·~R(`) =

{
1 for ~q + ~q ′ + ~q ′′ = 0 or ~G
0 otherwise .

(8.61)

and

Ψ

(
~q ~q ′ ~q ′′

s s′ s′′

)
=

∑
ακ

α′`′κ′
α′′`′′κ′′

Φ3√
mκmκ′mκ′′

ei[~q
′·~R(`′−`)+~q ′′·~R(`′′−`)] eα(κ|~qs)eα′(κ′|~q ′s′)eα′′(κ′′|~q ′′s′′) .

(8.62)
The product of three normal coordinates of three different normal modes in (8.60) leads to the
possibility of creation and destruction of phonons in the three different modes, say to the exchange
of energy quanta between different normal modes.
The statistical effects of anharmonicity can be evaluated by a quantum statistical perturbation
treatment, taking the harmonic approximation as unperturbed starting point (as was done for the
single harmonic oscillator in Section 7.1).
The result of the perturbation theory is the exchange of energy, say of phonons, between normal
modes:

- third-order anharmonic terms lead to transitions where three normal-mode occupation num-
bers are modified through the exchange of phonons (Fig. 8.11, left),

- fourth-order anharmonic terms lead to transitions where four normal-mode occupation num-
bers are modified through the exchange of phonons (Fig. 8.11, right),

- and so on.

In the particle-like picture of localised phonon wave packets, the processes of phonon exchanges
between normal modes are described as phonon collisions. Note that the phonon collisions, contrary
to molecules collisions, are events where number conservation has not to be fulfilled.
Phonon collisions fulfil the following conservation laws:
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Figure 8.11: Effects of anharmonic perturbations: three-phonons events (left panel) and four-
phonons events (right panel).

1. Conservation of energy ∑
~qs

h̄ω(~qs) n(~qs) =
∑
~qs

h̄ω(~qs) n′(~qs) (8.63)

where n and n′ refer to the number of phonons within a given normal mode before and after
the collision.

2. Conservation of momentum ∑
~qs

~q n(~qs) =
∑
~qs

~q n′(~qs) + ~G (8.64)

where ~G is a reciprocal lattice vector. The presence of ~G is necessary to guarantee that all
vectors ~q and ~q ′ lie in the 1st Brillouin Zone.

Approximate kinetic theory for thermal conductivity in crystals

Once the concepts of phonons as quasi-particles and of phonon collisions have been introduced, it
is reasonable to extend the phenomenological theory of thermal conductivity for molecular gases
to the phonon gas. To focus only on the most relevant properties of phonon heat conduction, let
us here consider an approximate Debye model, where only acoustic modes with the same velocity
cs are present. The thermal conductivity of a crystal, by analogy with (8.57), can be expressed as

Kth =
1

3
cv cs ` =

1

3
cv c

2
s τ (8.65)

where:

a) The specific heat cv connects the temperature gradient of (8.50) to the gradient of energy den-
sity. The T 3 low-temperature behaviour of cv characterises the low-temperature behaviour
of the thermal conductivity of crystals. At high temperature, cv is constant.

b) The velocity cs is temperature independent (Debye model).
d) The mean free path ` is inversely proportional to the collision rate 1/τ . The evaluation of

the effective collision rate, which gives rise to the finite value of thermal conductivity, is far
from trivial.

Effective collision rate and crystal momentum conservation

In principle, one can expect the collision rate to be proportional to the number of phonons present
in the crystal: the higher the number of phonons, the higher the frequency of collisions and the
shorter the mean free path between collisions.
At sufficiently high temperature, the equilibrium phonon occupation number is proportional to
temperature:

n(~qs) =
1

eh̄ω(~qs)/kT − 1
→ kBT

h̄ω(~qs)
(8.66)

so one would expect that at high temperature the mean free path and the thermal conductivity
decrease proportionally to 1/T . This behaviour is actually observed at high enough temperatures.
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When temperature decreases, however, one observes an increase of thermal conductivity by far
larger than the one expected on the basis of the 1/T dependence.
This behaviour is explained by the peculiarity of the momentum conservation law for phonons
(8.64). One has to distinguish two types of phonon collisions:

1. Normal processes, where ~G = 0 in (8.64).
In normal processes, the phonon momentum is conserved. An example is shown in the left
panel of Fig. 8.12: the sum ~q1 + ~q2 is inside the 1st B.Z., so that ~q1 + ~q2 = ~q3.
Normal processes correspond to energy transport without local thermalisation, so that they
don’t contribute to thermal resistivity. They give rise to a thermal energy flux without
restrictions.

2. “Umklapp” processes, where ~G 6= 0 in (8.64).
In Umklapp processes (after the German word for flipping over), the phonon momentum is
not conserved: part of it is exchanged with the crystal. An example is shown in the right
panel of Fig. 8.12: the sum ~q1 +~q2 is outside the 1st B.Z., so that to obtain a resultant vector
~q3 inside the 1st B.Z. is is necessary to subtract a reciprocal lattice vector ~G.
Only umklapp processes contribute to the local thermalisation of the crystal and to the
thermal resistivity.
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Figure 8.12: Left: a normal phonon collision: ~q1 + ~q2 = ~q3; the sum ~q1 + ~q2 is inside the 1st B.Z.
Right: an umklapp phonon collision: ~q1 + ~q2 = ~q3 + ~G; the sum ~q1 + ~q2 is outside the 1st B.Z. The
reciprocal lattice vector ~G is represented by the dashed arrow.

Note: The mechanism of heat transport induced by normal phonon collisions is similar to the
mechanism of heat transport by convection in a gas within a vessel open at the low and
high-temperature ends.

The balance between normal and umklapp processes depends on temperature.
For example, let us consider a three phonon process (Fig. 8.12). For the process to be of the
umklapp type (~G 6= 0), it is necessary that the sum ~q1 + ~q2 is outside the first BZ, so that the
subtraction of ~G is necessary to obtain a ~q3 wavevector inside the first BZ.
Umklapp processes are most frequent for high energy phonons, which are excited at high temper-
ature.

Temperature dependence of the crystal thermal conductivity

To explore the temperature dependence of the lattice thermal conductivity, it is convenient to start
from the high temperature side (Fig. 8.10).

- At high temperatures, where umklapp collisions prevail, the dependence on temperature is
of the 1/T type.

- When temperature decreases and normal collisions progressively prevail over umklapp colli-
sions, the thermal conductivity increases faster that 1/T , with exponential behaviour.

- When the mean free path for phonon-phonon collisions becomes large enough to be com-
parable to the mean free path for collisions of phonons with lattice defects or even with



8. Vibrational thermal properties 217

the specimen size, the thermal conductivity ceases to increase. The mean free path contri-
bution becomes temperature independent, and the dependence of thermal conductivity on
temperature is determined by the T 3 behaviour of the specific heat.

8.4 Complements and demonstrations

8.4.1 Limits of the single-mode specific heat

Let us consider the expression (8.2) of the single-mode specific heat:

cv =

(
∂〈ε〉
∂T

)
v

= kB

(
h̄ω

kBT

)2
eh̄ω/kBT(

eh̄ω/kT − 1
)2 . (8.67)

High-temperature limit

The high-temperature limit of (8.67) can be obtained by power expanding the exponentials

cv ' kB

(
h̄ω

kBT

)2
1 + h̄ω/kBT + . . .

(1 + h̄ω/kBT + . . .− 1)
2

' kB

(
h̄ω

kBT

)2 (
kBT

h̄ω

)2 [
1 +

h̄ω

kBT
+ . . .

]
(8.68)

so that
lim
T→∞

cv = kB . (8.69)

Low-temperature limit

The low-temperature expression (8.3) can be obtained by multiplying and dividing (8.67) by
exp(−2h̄ω/kBT ):

cv = kB

(
h̄ω

kBT

)2
e−2h̄ω/kBT eh̄ω/kBT

e−2h̄ω/kBT
(
e2h̄ω/kT − 2eh̄ω/kT + 1

)
= kB

(
h̄ω

kBT

)2
e−h̄ω/kBT

1− 2e−h̄ω/kT + e−2h̄ω/kT

' kB

(
h̄ω

kBT

)2

e−h̄ω/kBT (8.70)

By defining y = h̄ω/kBT , the limit for T → 0 is the limit for y → ∞, which can be evaluated by
applying the rule of de L’Hôpital twice:

lim
y→∞

y2

ey
= lim

y→∞

2y

ey
= lim

y→∞

2

ey
= 0 . (8.71)

8.4.2 Thermodynamic relations

Useful mathematical identities

Let us consider three variables x, y, z connected by an implicit relation

F (x, y, z) = 0 . (8.72)

In the thermodynamical applications here considered, the three variables are pressure, volume and
temperature.
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The differentials dx and dy can be expressed as:

dx =

(
∂x

∂y

)
z

dy +

(
∂x

∂z

)
y

dz , dy =

(
∂y

∂x

)
z

dx+

(
∂y

∂z

)
x

dz . (8.73)

By substituting the expression of dy in the differential of dx, one obtains[(
∂x

∂y

)
z

(
∂y

∂x

)
z

− 1

]
dx+

[(
∂x

∂y

)
z

(
∂y

∂z

)
x

+

(
∂x

∂z

)
y

]
dz = 0 . (8.74)

If x and z are chosen as independent variables, (8.74) is valid for whichever values of dx and dz,
so that the two expressions in square parentheses must be identically zero.
By equating to zero the first parenthesis of (8.74) one obtains(

∂x

∂y

)
z

=
1(
∂y
∂x

)
z

. (8.75)

By equating to zero the second parenthesis of (8.74) one obtains(
∂x

∂z

)
y

= −
(
∂x

∂y

)
z

(
∂y

∂z

)
x

, (8.76)

say (
∂x

∂y

)
z

(
∂y

∂z

)
x

(
∂z

∂x

)
y

= −1 . (8.77)

Coefficient of thermal expansion

The relation (8.77) is now used to demonstrate the relation (8.27) of the coefficient of thermal
expansion with other thermodynamic response functions.
As a first step, let us exploit the identity (8.77) to substitute the derivative with respect to tem-
perature and introduce the isothermal compressibility χT = −(∂V/∂p)T /V :

β =
1

V

(
∂V

∂T

)
p

= − 1

V

(
∂V

∂p

)
T

(
∂p

∂T

)
V

= χT

(
∂p

∂T

)
V

(8.78)

The derivative of pressure with respect to temperature can be further expanded by introducing
the internal energy U (

∂p

∂T

)
V

=

(
∂p

∂U

)
V

(
∂U

∂T

)
V

(8.79)

so that the heat capacity at constant volume enters in the expression of the coefficient of thermal
expansion

β = χT
Cv
V

[
∂p

∂(U/V )

]
V

. (8.80)

The third factor

γ =

[
∂p

∂(U/V )

]
V

(8.81)

is the Grüneisen function.

β = γ(T )χT
Cv
V

= γ χT
cv
v

, (8.82)

where cv and v are the molar specific heat and the molar volume, respectively.
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Chapter 9

Ground-state electronic properties of
crystals

In this Chapter 9 we consider the ground-state properties of valence electrons in crystals. The
static thermal properties (specific heat) and the transport properties are considered in Chapter 10.
We maintain here the distinction, introduced in Section 6.1, between core electrons and valence
electrons. By valence electrons we mean the outermost electrons of atoms, which participate to
the chemical bond and can give rise to thermal and electric transport properties. In metals, the
electrons that are free to move are called conduction electrons.
We begin with the quite crude electron gas model in Section 9.1. In Section 9.2 the general prop-
erties of valence electrons in a periodic potential are studied (Bloch states, energy band structure).
The nearly-free electron model of Section 9.3 gives a relatively easy explanation of the origin of
forbidden energy gaps in the band structure of crystals. In Section 9.4 the origin of semiconducting
properties is explained in terms of thermal excitations.

9.1 Non-interacting electron gas: ground state

A very simple approximation consists in considering the conduction electrons of a metal as an ideal
gas of free and independent negatively charged particles, embedded in a homogeneous distribution
of positive charge (jellium model):

a) free electrons = not interacting with the ion lattice
b) independent electrons = without electron-electron interaction

In spite of its crudeness, the model of non-interacting electron gas can explain the qualitative (and
sometimes also quantitative) behaviour of a limited number of properties of metals, such as the
electron contribution to the specific heat.
The model is useful to introduce some important concepts, such as the Fermi surface and the
Fermi energy; besides, it represents a zero-order approximation on which to build, as higher-order
approximations, the effects of the interaction with the ions lattice (Section 9.2) and the effect of
electron-electron interaction.
In this Section § 9.1 we consider only the ground state properties of the free electron gas, say the
properties for T = 0.

9.1.1 Schrödinger equation and its solutions

The Schrödinger equation for a non-interacting electron is

− h̄2

2m
∇2Ψ(~r) = εΨ(~r) . (9.1)

221
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The solutions of (9.1) are plane waves

Ψ~k(~r) =
1√
V
ei
~k·~r , (9.2)

where V is the crystal volume, ε = h̄2k2/2m and the wavevector ~k is a quantum number.

Periodic boundary conditions

For finite crystals, we impose the periodic boundary conditions

Ψ(~r) = Ψ(~r +Ni~ai) , (i = 1, 2, 3) , (9.3)

which are fulfilled (Section 3.4) only for wavevectors

~k =

3∑
i=1

ki~bi =

3∑
i=1

mi

Ni
~bi . (9.4)

The tips of vectors ~k represent a grid of equally spaced points filling up the entire reciprocal space.

Density of ~k points

The total number of points per primitive cell of the reciprocal lattice is equal to the number of
primitive cells in the real space, N1N2N3 = N .
The density of ~k points in reciprocal space is thus

ρ(~k) =
N

Vb
=

N

(2π)3/Va
=

NVa
(2π)3

=
V

(2π)3
, (9.5)

where Va and Vb are the primitive cell volumes of real and reciprocal space, respectively, and V is
the total crystal volume. The density ρ(~k) increases when the crystal size (and the number of free
electrons) increases.

Linear momentum

One can easily verify that the plane waves (9.2) are eigenfunctions of the linear momentum operator
~p = h̄~k too:

− ih̄ ~∇ei~k·~r = h̄~k ei
~k·~r . (9.6)

9.1.2 The Fermi sphere

Due to the Pauli exclusion principle, to each wavevector ~k, say to each momentum ~p = h̄~k, one
can associate only two electrons of opposite spin directions.
The ground state of the system of Ne non-interacting electrons is obtained by filling up the ~k states,
each one with two electrons, starting from the centre of the reciprocal space and progressively
increasing the energy ε = h̄2k2/2m. When all electrons are accomodated, the ~k states filled up are
enclosed within the Fermi sphere, whose radius is labelled kF .
The spherical surface enclosing the Fermi sphere is called Fermi surface.

Parameters of the Fermi sphere

The volume and the radius of the Fermi sphere are obviously connected by

VF =
4

3
π k3

F . (9.7)
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The value of kF can be obtained by considering that the total number Ne of conduction electrons
can be expressed as the product of (Fermi sphere volume) × (density 9.5) × (2 spin orientations):

Ne = VF
V

(2π)3
2 =

k3
F

3π2
V , (9.8)

so that the Fermi wavevector is given by

k3
F = 3π2Ne

V
= 3π2n , (9.9)

where n = Ne/V is the number density of conduction electrons.
The Fermi energy is

εF =
h̄2k2

F

2m
=

h̄2

2m

(
3π2 Ne

V

)2/3

=
h̄2

2m

(
3π2n

)2/3
. (9.10)

It can be useful to focus once more on the reciprocity property of the Fourier transform:

a) the volume V of the crystal in the real space is proportional to the density of ~k values in the
reciprocal space;

b) the volume VF of the Fermi sphere in the reciprocal space is proportional to the density of
conduction electrons in the real space.

From the number density n one can obtain a set of important quantities, which are listed below,
together with their typical values:

a) The Fermi wavevector kF ' 0.7÷1.8Å−1

and the related Fermi momentum pF = h̄kF .
b) The Fermi energy εF = h̄2k2

F /2m ' 1.8÷ 13 eV.
The Fermi energy is typically some orders of magnitude larger than the thermal energy kBT
at room temperature.

c) The Fermi temperature TF = εF /kB ' (2÷ 15)× 104 K.
The Fermi temperature is some orders of magnitude larger than the room temperature.

d) The Fermi velocity vF = h̄kF /m ' (0.8÷ 2)× 106 m/s.
The Fermi velocity is only two orders of magnitude smaller than the velocity of light.

The values for some selected metals are listed in Table 9.1.

Table 9.1: Relevant quantities for some metals: structure, lattice parameter a, conduction elec-
trons per atom Z, volume density of conduction electrons n, Fermi wavevector kF , energy εF and
temperature TF .

struc. a (Å) Z n (1022cm−3) kF (Å−1) εF (eV) TF (104 K)
Na bcc 4.23 1 2.65 0.92 3.24 3.77
Cu fcc 3.61 1 8.47 1.36 7.00 8.16
Fe bcc 2.87 2 17.0 1.71 11.1 13.0

Electron density of states

The number of states included between the energy values ε and ε+ dε is g(ε) dε, where g(ε) is the
electron density of states (DOS). The function g(ε) for non-interacting electrons can be obtained
by calculating the number N of states within a sphere of radius k =

√
2mε/h̄ and calculating the

derivative with respect to ε. The density of states per unit volume is

g(ε) =
1

V

dN

dε
=

1

V

d

dε

[
4

3
π

(2mε)3/2

h̄3 2
V

(2π)3

]
=

√
2m3

π2h̄3

√
ε . (9.11)
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The density of states is proportional to the square root of the energy.

Problem: Compare the analytical expression and the physical meaning of the DOS of the free
electron gas g(ε) and the phonon VDOS of the Debye model g(ω).

Excitations and Fermi energy

Because of the Pauli principle, only electrons near the Fermi surface can be excited.

9.2 Independent electrons in a periodic potential
The electron gas model is very crude. Actually, valence electrons interact with the positive ions
(nuclei plus core electrons) and between themselves. Taking into account these interactions is
necessary to account for most of the electronic properties of crystals; in particular, to account for
the different behaviour of insulators and metals.
The problem we are facing is a typical many-body problem, which can be solved at different levels
of approximation.

9.2.1 Independent electrons approximation
In principle, the electronic quantum state should be described by the total electron wave-function
Ψe(r;R) introduced in Section 6.1, where r and R are short-hand notations for the full sets of
valence electrons and ions coordinates, respectively and the ion coordinates are considered as
parameters within the adiabatic approximation.
In the independent electrons approximation, the total electron wavefunction is considered as a
Slater determinant of one-electron wavefunctions ψ(~r)

Ψe(~r1, ~r2, . . . , ~rN ) =
1√
N !

∣∣∣∣∣∣∣∣
ψ1(~r1) ψ1(~r2) · · · ψ1(~rN )
ψ2(~r1) ψ2(~r2) · · · ψ2(~rN )
· · ·

ψN (~r1) ψN (~r2) · · · ψN (~rN )

∣∣∣∣∣∣∣∣ (9.12)

with a procedure similar to that used for many-electron atoms.
The one-particle Schrödinger equation for a valence electron is[

− h̄2

2m
∇2 + U(~r)

]
ψ(~r) = ε ψ(~r) . (9.13)

where U(~r) is an effective potential energy for one electron:

1. The potential energy is invariant with respect to the translational symmetry operations of
the crystal

U(~r) = U(~r + ~T ) (9.14)

where ~T is any Bravais lattice vector.

2. The term “effective” means here that the potential energy U contains the contribution of the
interaction of one electron with all the other valence electrons in terms of a mean periodic
field. The potential energy U(~r) and the electron eigenfunctions are calculated by self-
consistent procedures.

The evaluation of the potential energy U(~r) for a given system and the solution of the Schrödinger
equation (9.13) are difficult tasks, for which different approaches have been developed.
Anyway, some general properties of the wavefunctions Ψ(~r) and of the energy levels ε can be
determined solely as a consequence of the translational symmetry of the crystal. These general
properties will be now analysed.
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The case of non-interacting electrons

If U(~r) = 0 in (9.13), the free-electron Schrödinger equation (9.1) is recovered.

9.2.2 Symmetry considerations

One-dimensional chain

In Section 5.4 we studied the one-dimensional linear chain of N points with period a, with periodic
boundary conditions. We found that there are N one-dimensional irreducible representations (I.R.)
of the group of translations, whose basis functions have the general form (5.64)

ψk(x) = eikx
∑

G
AGe

iGx , (9.15)

where G are vectors of the one-dimensional reciprocal lattice. The N irreducible representations
are labelled by the N values k

k =
2π

a

m

N
= b

m

N
(N/2 < m ≤ N/2) , (9.16)

confined within the first Brillouin Zone, where b = 2π/a is the period of the one-dimensional
reciprocal space and m is an integer number.
A translation T = sa is represented, in the I.R. corresponding to a given value of k, by the complex
number (

eiT
)k

= eikT . (9.17)

The sum in (9.15) represents any complex periodic function u(x), of period a. There are thus infinite
possible basis functions for each one-dimensional irreducible representation k, corresponding to the
infinite possible periodic functions u(x). It is customary to characterise the periodic functions as
ukn, where k labels the I.R., n labels the basis functions for a given k value.

Three-dimensional crystal

The results of the linear chain can be easily extended to a three-dimensional crystal with periodic
boundary conditions.
If only translational symmetry is considered, the N = N1N2N3 generalised basis functions are

Ψ~k(~r) = ei
~k·~r

∑
~G
B~Ge

i ~G·~r , (9.18)

where ~G are vectors of the reciprocal lattice; the vectors ~k, of components

ki = bi
mi

Ni
(Ni/2 < mi ≤ Ni/2) , (9.19)

form a grid of equally spaced points within the three-dimensional first Brillouin Zone and bi is the
magnitude of the ~bi primitive vector of reciprocal space.
The vectors ~k are the quantum labels of the N irreducible representations of the translation group,
often called crystal momentum quantum numbers.
When the crystal size increases, the number N = N1N2N3 of primitive cells in the real space
increases, and the density of ~k points in the reciprocal space increases accordingly.
A translation ~T is represented, in the I.R. corresponding to the ~k crystal momentum, by the
complex number

ei
~k·~T . (9.20)

The sum in (9.18) represents any complex periodic function u(~r) with the periodicity of the lattice.
There are infinite possible basis functions for each one-dimensional irreducible representation ~k,
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corresponding to the infinite possible periodic functions u(~r). It is customary to characterise the
periodic functions as u~kn, where ~k labels the I.R., n labels the basis functions for a given k value.
Note: Similar considerations on irreducible representations of the translation group of a finite

crystal with periodic boundary conditions led, in Section 7.3, to express the spatial periodicity
of the eigenvectors of the dynamical matrix in terms of a set of wavevectors ~q that form a grid
in the first Brillouin Zone and to the definition of a Fourier transformed dynamical matrix for
each of the ~q values.

9.2.3 Bloch’s theorem
As it was shown in Section 5.6, as a consequence of the invariance of the Hamiltonian operator
with respect to symmetry transformations (in this case lattice translations), the eigenvalues ε of the
Schrödinger equation (9.13), say the energy levels, are also invariant with respect to the symmetry
transformations.
Let us, for the moment, focus our attention on the eigenfunctions of the Schrödinger equation.
Each one-electron eigenfunction ψ(~r) of (9.13), defined to within a phase factor, is a basis of
a one-dimensional irreducible representation of the translation group. According to (9.18), the
eigenfunctions of the Schrödinger equation (9.13) can be expressed (Bloch theorem) as

ψ~kn(~r) = ei
~k·~r u~kn(~r) , (9.21)

where u~kn(~r) is periodic with respect to the Bravais lattice,

u~kn(~r) = u~kn(~r + ~T ) . (9.22)

In the I.R. represented by the vector ~k, a translation ~T is represented by (9.20), so that the
eigenfunctions Ψ(~r) transform according to

ψ~kn(~r + ~T ) = ei
~k·~T ψ~kn(~r) (9.23)

The probability density has the same periodicity of the lattice: |ψ~k(~r + ~T )|2 = |ψ~k(~r)|2.
For each I.R. characterised by the wavevector k, infinite basis functions are possible, labelled by
the index n.
Eq. (9.23) can be directly derived from (9.21). Proof:

ψ~kn(~r + ~T ) = ei
~k·~r ei

~k·~T u~kn(~r + ~T )

= ei
~k·~T ei

~k·~r u~kn(~r)

= ei
~k·~T ψ~k(~r) , (9.24)

The case of non-interacting electrons

For a non-interacting electron, say when U(~r) = 0 in (9.13), the eigenfunctions of the Schrödinger
equation (9.1) are the plane waves (9.2), defined for all ~k values of the reciprocal space that satisfy
the periodic boundary conditions.
Even for the free electron case, however, one can consider the effects of lattice periodicity and
express the wavefunctions in Bloch form, restricting the ~k values to within the first Brillouin zone.
Here we label ~kin and ~kout the wavevectors that lie inside and outside the 1st B.Z., respectively.
Let us consider a wavevector ~kout outside the 1st B.Z. and let ~G be a reciprocal lattice vector such
that ~kout − ~G = ~kin. The wavefunction can be modified as follows

ψ~kout
(~r) =

1√
V
ei
~kout·~r =

1√
V
ei(
~kout−~G+~G)·~r =

1√
V
ei
~kin·~r ei

~G·~r . (9.25)

The right-hand expression has the form of a Bloch wavefunction, where the wavevector defining
the plane wave is inside the 1st B.Z. and ukinn(~r) = ei

~G·~r has the periodicity of the lattice.
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Reduced-zone scheme and extended-zone scheme

When only the ~kin values within the 1st B.Z. are considered, one speaks of reduced zone scheme.
When all the possible values of ~k are considered, inside and outside the 1st B.Z., one speaks
of extended zone scheme. See Figure 9.1, left and centre, for the one-dimensional case of the
non-interacting electrons.

9.2.4 Consequences of the Bloch’s theorem

Let us consider here some of the most relevant consequences of the Bloch’s theorem.

Meaning of the wavevector ~k

For non-interacting electrons, the plane waves exp(i~k · ~r), solutions of the Schrödinger equation
(9.1), are also eigenfunctions of the linear momentum operator, with

~p = h̄~k . (9.26)

For electrons in a periodic potential, the solutions of the Schrödinger equation (9.13), say the Bloch
functions

ei
~k·~r u~kn(~r) , (9.27)

are not eigenfunctions of the linear momentum operator.
Actually (omitting the indices ~kn to simplify notation)

−ih̄~∇
[
ei
~k·~r u(~r)

]
=

(
−ih̄~∇ei~k·~r

)
u(~r)− ih̄ ei~k·~r ~∇u(~r)

= h̄~k ei
~k·~r u(~r) − ih̄ ei

~k·~r ~∇u(~r) . (9.28)

The quantity h̄~k is named the quasi-momentum (or crystal momentum) of the electron. It is
constant for a stationary electron state within a periodic potential energy. It can be modified only
by the action of external forces (e.g. and external electric field).

The quantity h̄~k cannot be identified with the linear momentum ~p, which is not constant under
the action of the periodic potential, say of internal forces.
Note: For a free electron, the relation (9.26) holds for plane waves, not for Bloch functions (9.25),

where ~k is restricted to the 1st B.Z.
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Figure 9.1: Left: Dispersion relation ε = (h̄k)2/2m for a non-interacting electron in one dimension.
Centre: The same dispersion relation in the extended-zone scheme (dashed line) and in the reduced-
zone scheme (continuous line). The vertical dashed lines separate the first three Brillouin zones;
the horizontal lines connect points corresponding to values of k differing by a reciprocal lattice
unit vector G = 2π/a. Rigth: Reduced-zone scheme; the first three bands labelled by the index n.
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First Brillouin Zone

According to (9.19), only the wavevectors ~k included within the First Brillouin Zone (or within any
single primitive cell of the reciprocal space) correspond to independent irreducible representations.
This means that any two wavevectors ~k and ~k′ differing by a reciprocal lattice vector ~G

~k′ = ~k + ~G , (9.29)

correspond to the same irreducible representation.
Let ~k be in the 1st B.Z. and let

ψ~kn = ei
~k·~r u~kn(~r) (9.30)

be a Bloch solution of the Schrödinger equation for the wavevector ~k.
By substituting ~k = ~k′ − ~G one obtains

ψ~kn(~r) = ei(
~k′−~G)·~r u~kn(~r) = ei

~k′·~r e−i
~G·~r u~kn(~r) = ei

~k′·~r u~k′n(~r) = ψ~k′n(~r) . (9.31)

The function u~k′n(~r) = exp(−i ~G · ~r)u~kn(~r) is periodic with respect to lattice translations.
Actually, u~k′n(~r) = u~k′n(~r + ~T ) because exp(−i ~G · ~T ) = 1.

Eq. (9.31) shows that the same Bloch function ψ~kn(~r) = ψ~k′n(~r) corresponds to two different
wavevectors ~k and ~k′ = ~k + ~G.
The different wavelengths of the plane waves ei~k·~r and ei~k

′·~r are compensated by the phase factor
exp(−i ~G · ~r) which multiplies the periodic function u~kn(~r).

Again on the crystal momentum

A better understanding of the relation between the crystal momentum h̄~k and the true momentum
~p can be gained by the following considerations.
According to (9.18), the periodic function u~kn(~r) can be expanded as a Fourier series including
only the vectors ~G of the reciprocal lattice:

u~kn(~r) =
∑

~G
B~Ge

i ~G·~r , (9.32)

so that the Bloch functions (9.21) can be written as

ψ~kn(~r) = ei
~k·~r u~k(~r) =

∑
~G
B~G e

i(~k+~G)·~r , (9.33)

say as a sum of plane-waves of different wavenumbers ~k + ~G .
As already observed, the true linear momentum ~p is not constant as the electron moves in the
periodic potential. Should we precisely measure the linear momentum of the electron in its state
ψ~k, we would obtain one of the discrete set of values:

~p = h̄(~k + ~G)

.

9.2.5 Dispersion relations and energy bands

Up to now, we focussed our attention on the Bloch eigenfunctions of the Hamiltonian.
It is now time to consider the energy eigenvalues corresponding to the Bloch eigenfunctions.
To that purpose, it is convenient to start from the simpler case of a free electron in a one-dimensional
lattice.
We will again consider the extended and reduced zone schemes introduced above.
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Energy bands: the one-dimensional case of non-interacting electrons

If the potential energy U(~r) is switched off in (9.13), we recover the non-interacting electron case
considered in Section 9.1, but the concept of Brillouin Zones, which is connected to the presence
of the ion lattice, is maintained.
For a non-interacting electron, the relation between energy and momentum (dispersion relation)
is parabolic

ε =
(h̄k)2

2m
(9.34)

and is naturally represented in the extended zone scheme (Fig. 9.1, left), where the wavefunction
is ψk(x) = eikx and to each value of k there corresponds a value ε(k) according to (9.34).
In the reduced zone scheme, it was previously found that ψkn(x) = eikx ukn(x), where k is restricted
to the 1st B.Z. and ukn(x) = eiGx. The dispersion relation is now limited to the 1st B.Z.: to each
value of k there correspond infinite values of energy εn (Fig. 9.1, centre, continuous lines). The
energy values corresponding to a given value of n represent the n-th energy band (Fig. 9.1, right).
The bands n = 1, 2, 3, . . . correspond to different Brillouin zones (BZ) in the extended zone scheme
(Fig. 9.1, centre).
The ground state of a system of Ne non-interacting electrons is obtained by filling up the available
one-electron states in the bands, in order of increasing energy. The highest energy is the Fermi
energy. For the one-dimensional system, the Fermi energy is located in one of the energy bands,
depending on the number of electrons to be accomodated.

Energy bands: the two-dimensional case of non-interacting electrons

The forms of the energy bands become more complex when two o three-dimensional systems are
considered, not only for physical reasons but even for the difficulty of graphical representations.
To grasp some of the basic concepts, it is useful to consider the two-dimensional case of non-
interacting electrons (Fig. 9.2). For simplicity, we consider a square lattice in both real and
reciprocal spaces; the 1st B.Z. is a square.
For a non-interacting electron moving on a plane in the real space, the dispersion relation

ε =
(h̄k)2

2m
=

h̄2

2m
(k2
x + k2

y) (9.35)

is represented by a rotation paraboloid in the the reciprocal space (Fig. 9.2, left). The constant-
energy curves projected on the (kx, ky) plane are circles, whose radius increases with increasing
energy (Fig. 9.2, centre). One circle corresponds to the Fermi energy.
The band structure is different for different directions in the reciprocal space, since the constant-
energy lines are circles and the 1st B.Z. is a square. It is convenient to plot the dispersion relations
along selected high-symmetry directions, in the present case the [10] and [11] directions. In Fig. 9.2,
right, one can see the difference of the band structure along the two [10] and [11] directions; in the
case here considered, the Fermi energy is within the second band in the [11] direction, within the
third band in the [10] direction.
The situation is more complicate in the three-dimensional cases, where the 1st B.Z. can present
complex forms. It is anyway customary to represent the dispersion curves along directions of high
symmetry, as for the two-dimensional case.

Energy bands: general case

Let us now generalise the concept of energy bands to the three-dimensional case of interacting
electrons.
For each wavevector ~k within the First Brillouin Zone, different one-electron energy eigenvalues
and corresponding eigenfunctions are possible, which are labelled by the index n.
Let us consider a wavevector ~k. According to the Bloch theorem, the wavefunction has the form

ψ~kn = ei
~k·~r u~kn(~r) . (9.36)
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Figure 9.2: Reciprocal space for the free-electron model in two dimensions. Left: paraboloid of the
dispersion relation. Centre: equal-energy contours projected on the kx, ky plane. Right: Dispersion
curves along the high symmetry directions [10] and [11]; the horizontal dashed line represents a
possible value of Fermi energy.

Inserting the Bloch function (9.36) into the Schrödinger equation (9.13), the exponential ei~k·~r can
be eliminated, after evaluation of the effect of the ∇2 operator on it. One obtains a new differential
equation acting only un the u~kn(~r) functions

[
h̄2

2m
(−i~∇+ ~k)2 + U(~r)

]
u~kn(~r) = ε~kn u~kn(~r) . (9.37)

The eigenfunctions u~kn(~r) of (9.37) have the periodicity of the crystal lattice. One can thus restrict
our attention within one real-space primitive cell. The finite-volume problem for a bound system
leads to a set of discretely spaced eigenvalues ε~kn = εn(~k), where n = 1, 2, 3, . . .∞.

The values εn(~k) for a given n, considered as quasi-continuous functions of the quasi-continuous
wavevector values ~k, represent the n-th energy band.
The energy bands can be represented both in a reduced zone scheme or in an extended zone scheme.
The two alternatives have been illustrated in Fig. 9.1, left panel and right panel, respectively, for
the simple one-dimensional case of non-interacting electrons.
The representations are much more complex in two and three dimensions. The effect of a finite
periodic potential U(~r) modifies the band structure with respect to the band structure of free
electrons; the topic is treated in introductory way in Section 9.3.

Group velocity of electrons

The Bloch functions are de-localised. In order to describe the movement of an electron in the
real space, it is necessary to localise it by constructing a wavepacket. If the ~k values are narrowly
distributed around a central value ~k0 in the reciprocal space, the corresponding group velocity for
an electron in the band n is given by

~vn(~k0) =
1

h̄

(
dεn(~k)

d~k

)
~k0

. (9.38)

The group velocity is easily calculated fro the non-interacting electron case. The case of electrons
in a non-zero periodic potential is considered below.
If the distribution of k values in reciprocal space is sufficiently narrow so that the extension of the
wavepacket in the real space is much larger than the interatomic distances, the dynamics of the
wavepacket is largely independent of the periodic potential U(~r) and is influenced by the presence
of external fields (such as externally apllied electric or magnetic fields).
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9.3 Nearly-free electron model

The Bloch theorem gives some general properties of the solution of the Schrödinger equation for
independent electrons in a periodic potential, in particular the existence of energy bands εn(~k).
Some further information on the properties of energy bands, and in particular the existence and the
origin of forbidden energy gaps, can be gained by considering approximate models of the periodic
potential.
Particularly useful, to this purpose, it the quite simple nearly-free electron model. In this model,
the periodic crystal potential is considered as a weak perturbation with respect to the Hamiltonian
of a non-interacting electron.
In the following, we first consider in some detail the one-dimensional case and then in a more
qualitative way the three-dimensional case.

9.3.1 One-dimensional case

Let us consider a linear chain of equal atoms, and let a be the nearest-neighbours distance. Cor-
respondingly, the First Brillouin Zone extends from k = −π/a to k = π/a. The second zone
corresponds to the sum of the intervals −2π/a < k < π/a and π/a < k < 2π/a. And so on.
In view of the weak interaction between electron and ions, the electron wavefunctions are only
slightly different from sinusoidal waves exp(ikx).
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Figure 9.3: Top: One-dimensional lattice with spacing a and two electron wavefunctions corre-
sponding to a a central region and the border of the 1st B.Z., respectively. Bottom: Corresponding
reciprocal space, with 1st B.Z. extending from −π/a ti +π/a.

Let us first consider an electron whose wavevector k lies near the BZ centre, k ' 0. The wavelength
λ is large with respect to the lattice spacing a. The periodic potential energy U(x) is averaged
over electron wavelength (Fig. 9.3, top left). As a consequence, the ε(k) dispersion relation is with
good approximation parabolic, as for non-interacting electrons.

This behaviour is modified when the electron wavelength λ decreases and the wavenumber k = 2π/λ
approaches the boundaries of the first BZ or of the outer zones, ±nπ/a (n = 1, 2, 3, . . .), say when
the periodicity of the electron wavefunction approaches the periodicity of the lattice, say of the
potential energy U(x).
Let us consider the case of the first BZ (Fig. 9.3, top right): for

k → π/a , λ→ 2π/k = 2a , (9.39)

the electron wave approaches the condition of being in phase with the lattice. For λ = 2a, the
Bragg condition for elastic scattering of the electron wave by the one-dimensional lattice is fulfilled.

A generalisation of the Bragg condition to all Brillouin Zones is nλ = 2a. This expression can be
recast as the Brillouin condition k = nπ/a = G/2, where G is any reciprocal lattice distance.

If the Bragg (or Brillouin) condition is fulfilled, the electron wavefunction is back and forth reflected
by the periodic potential.
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Figure 9.4: For the wavefunction (9.40), the density of electronic charge is maximum in correspon-
dence of the ionic positions (top). For the wavefunction (9.41), the density of electronic charge is
maximum between the ionic positions (bottom).

For k = π/a, the two waves exp(±iπx/a− iωt) (direct and reflected) can be linearly combined to
give rise to the two stationary waves with different phases:

Ψ(+) =
[
eiπx/a + e−iπx/a

]
e−iωt = 2 cos(πx/a) e−iωt , (9.40)

Ψ(−) =
[
eiπx/a − e−iπx/a

]
e−iωt = 2i sin(πx/a) e−iωt . (9.41)

The electron probability density is correlated with the ion positions. The two stationary waves
(9.40) and (9.41) correspond to two different distributions of electronic charge:

- For |Ψ(+)|2 ∝ cos2(πx/a), the negative charge density is maximum in correspondence of the
ionic positions (Fig. 9.4 , top), giving rise to a decrease of the electrostatic potential energy.

- For |Ψ(−)|2 ∝ sin2(πx/a), the negative charge density is maximum between the ionic posi-
tions (Fig. 9.4, bottom), giving rise to an increase of the electrostatic potential energy.

Figure 9.5: Origin of energy gaps in the one-dimensional case. Taken from
http://skepticsplay.blogspot.it/2011/06/what-is-electronic-band-structure.html

Similar considerations hold for the borders of the higher-order Brillouin zones.
Actually, since the potential energy is not delta-like in correspondence of the ion positions, the
deviation from the free-electron behaviour is not limited to the borders of the Brillouin zones
k = ±nπ/a, but progressively increases when k → ±nπ/a; the stronger the periodic potential, the
larger is the extent of the deviation from the free-electron behaviour.
For k → ±nπ/a, the free-electron parabolic behaviour of the ε(k) dispersion relation is modified,
and two different values of ε are found for k = ±nπ/a, lower and higher than (h̄k)2/2m, respectively.
This behaviour is represented in Fig. 9.5, left, in the reduced zone scheme, where the different
Brillouin zones correspond to fifferent energy bands.. The differences between the two values of
energy ε of two contiguous bands at the zone boundary represent forbidden energy gasp (Fig. 9.5,
right).
In correspondence of the BZ boundaries, the dispersion curves become horizontal, and the group
velocity becomes zero: dε/dk = 0.
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gap$

Figure 9.6: Electron energy bands for Sili-
con. As usual, Γ labels the centre of the 1st
B.Z. The energy gap between the filled va-
lence bands and the empty conduction bands
is evidenced.

9.3.2 Three-dimensional case
In three dimensions, at the origin of the reciprocal space (Γ point), where the wavelength λ is large
with respect to the lattice parameters, the dependence of the energy ε on k is parabolic, as for the
non-interacting electron model.
In the vicinity of the border of a B.Z., however, the electron wavelength becomes comparable with
an inter-planar distance of the crystal and the Brillouin (or Bragg) condition for electron scattering
is fulfilled. For the three-dimensional case, the Brillouin condition is

~k · Ĝ = G/2 : (9.42)

where ~G is a vector of the reciprocal lattice. The Brillouin condition is fulfilled when the tip of the
wave-vector k is on a plane of the reciprocal lattice (Bragg plane) perpendicular to a reciprocal
lattice vector ~G through its middle point. The Bragg planes form the borders of the Brillouin
Zones.
In correspondence of the BZ boundaries, the electron stationary waves are in phase with the
potential energy periodicity. As for the one-dimensional case, two values of energy, higher and
lower than the free-electron value, give rise to an energy gap. The extent of the deviation from the
free-electron behaviour depends on the peculiarities of the interaction potential U(~r).

The representation of the εn(~k) bands in the 1st B.Z. in a two or three-dimensional reciprocal space
is far from trivial. As for the case of the energy bands of non-interacting electrons (Fig. 9.2)and
of phonon dispersion curves, the energy bands are conventionally represented in two dimensional
plots εn(k), where k is measured along the directions of highest symmetry, such as [100], [110] or
[111].
The example of Silicon is shown in Fig. 9.6. One can notice the different form of the bands along
the different high symmetry directions. The most striking peculiarity is the presence of an energy
gap which is common to all the 1st B.Z., say an interval of energy values for which there are no
available electron states.
In three dimensions, the shape of the equal-energy surfaces in the reciprocal space can be quite
complicated, as well as the relation between the equal-energy surfaces and the first B.Z. borders.

9.3.3 A two-dimensional example
We have previously considered the band structure of a two-dimensional system of non-interacting
electrons (see Fig. 9.2).
It is now interesting to consider how the presence of a weak periodic potential U(~r) modifies the
constant energy curves and the dispersion relations in the two-dimensional reciprocal space.
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Let us again consider an ion lattice of square symmetry, so that the first BZ is a square (Fig. 9.7,
left). The presence of the periodic potential energy distorts the paraboloid of the dispersion relation
ε(~k) of the non-interacting model.
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Figure 9.7: Left: 1st Brillouin Zone for a two-dimensional system of square symmetry. Centre:
dispersion relations along the two [10] and [11] directions. Left: equal-energy contours within the
1st B.Z.

To study the distortion induced on the paraboloid by the periodic potential energy, let us focus
again our attention on the two high-symmetry directions [10] and [11]. Along the [10] directions,
the BZ boundary is at k = π/a; along the [11] direction the BZ bondary is at k =

√
2π/a (Fig. 9.7,

centre).
The gap effect is thus obtained for smaller k values (and smaller energies ε) along the [10] than
along the [11] direction. Let us consider an energy ε′ for which the gap effect is present along the
[10] direction but not along the [11] direction. The energy ε′ corresponds to a larger k value along
the [10] than along the [11] direction (Fig. 9.7, centre).
Let us now consider again the projection of the constant-energy curves on the (kx, ky) plane
(Fig. 9.7, right). The innermost curves are circles, as for the free-electron case. The outermost
curves are deformed: for example, the ε = ε′ value corresponds to a higher k value along the
[10] than along the [11] direction; as a consequence, the ε′ constant energy curve exhibits a lobe
extending towards the [10] direction (Fig. 9.7, right). The lobes extend in the [10] directions and
contract in the [11] directions.
For high enough energies, the constant-energy lines intersect the BZ borders at right angles.

9.4 Filling-up of electron bands

As for the non-interacting electron gas model, also for the electrons in a non-zero periodic potential
U(~r) the energy levels are filled up according to the Pauli exclusion principle. The presence of the
band structure and of the energy gaps accounts for the important distinction between conductors
and insulators at T = 0.

9.4.1 One-dimensional case

It is instructive to begin with the simpler one-dimensional model, although it cannot account or
all the peculiarities of the more realistic two and three-dimensional systems.

Let us consider a one-dimensional lattice of N atoms, so that the 1st B.Z. contains N points k.
For non-interacting electrons, the first band has a parabolic shape (Fig. 9.1) and there are no gaps
between the bands; for electrons interacting with a weak potential, energy gaps open at the B.Z.
borders (Fig. 9.5). In any case, the first band can accomodate 2N electrons (two for each value of
k, spin up and spin down).
Let us now consider two ground-state cases:
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1. Each atom contributes one valence electron. The total number of electrons to be accomo-
dated in the first band is N : only half of the available states in the first band are occupied.
The Fermi energy εF is defined as the energy separating the higher occupied levels from the
lowest unoccupied levels. The Fermi energy is within the first band. Empty levels are avail-
able immediately above the Fermi energy, and can be occupied by excited electrons, however
weak is the excitation.

2. Each atom contributes two valence electrons. The total number of electrons to be accomo-
dated in the first band is 2N , say equal to the number of available states. The first band is
completely filled.
The Fermi energy is undefined. No empty levels are available to excited electrons, unless the
excitation is sufficient to overcome the energy gap between the first and the second band.

9.4.2 Conductors and insulators

The relatively simple situation depicted for the one-dimensional model becomes much more com-
plicated for two or three-dimensional systems, where the dispersion relations are different along
different directions of the reciprocal space and the constant-energy surfaces have complex relation-
ships with the 1t B.Z. borders.

Figure 9.8: Electron energy bands for Aluminium. As usual, Γ labels the centre of the 1st B.Z.
The Fermi energy is evidenced.

One can anyway again distinguish two ground-state cases (for T = 0), conductors and insulators.

1. In conductors, there is at least one energy band not completely filled. The Fermi energy εF
corresponds to the energy level separating the filled levels of highest energy from the empty
levels of lowest energy. The band structure of Aluminium is shown in Fig. 9.8: the similarity
with the band structure of non-interacting electrons supports the validity of the nearly-free
electrons model, at least for metals where no d levels are involved.
The Fermi energy defines a Fermi surface in the three-dimensional reciprocal space. The
Fermi surface is generally composed of several branches corresponding to different partially
filled energy bands. The presence of a Fermi surface means that empty levels are available to
excited electrons, however weak is the excitation: the system is a good conductor e electricity.

2. In insulators, a number of energy bands is completely filled, the other bands being completely
empty. The energy difference between the highest filled band and the lowest empty band
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corresponds to the energy gap. The band structure of Silicon is shown in Fig. 9.6. The values
of the energy gaps for some elements are listed in Table 9.2. If the energy gap is different
from zero, at T = 0K the crystal is an insulator. Filled bands are called valence bands,
empty bands are called conduction bands. The Fermi energy is undefined.

Table 9.2: Energy gap Eg and occupation index at the bottom of CB at 300 K for selected
insulators.

Diamond Silicon Germanium
Eg (eV) 5.33 1.14 0.67
εi − εF (eV) 2.65 0.5 0.33
ni/gi (@ 300 K) 10−44 10−9 10−6

Each energy band is composed by N levels, corresponding to N wavevectors ~k, where N is the
number of primitive cells in the real space. Each level can host two electrons of opposite spin. Nec-
essary (not sufficient) condition for the presence of an energy gap between valence and conduction
bands is that the number of electrons per primitive cell is even.
The most complete description of the electronic structure is given by the dispersion curves. In
insulators and semiconductors, the top of the valence band and the bottom of the conduction band
(whose energy distance represent the energy gap) can correspond to the same value ~k (direct gap)
or to different values of ~k (indirect gap). In Silicon (Fig. 9.6) the gap is indirect.

€ 

ε

€ 

g(ε)

Figure 9.9: Typical density of states for conductors (left panel) and for insulators (right panel).
Dark grey represents filled levels, light grey empty levels. In each panel, the real DOS g(ε) (left)
and its schematic representation (right) are shown.

Density of states

Frequently, the conduction properties of a crystal are summarised in terms of the density of states
(DOS) g(ε).
For a given band n,

gn(ε) =

∫
d~k

4π3
δ [ε− εn(~k)] . (9.43)

The total density of states is
g(ε) =

∑
n
gn(ε) . (9.44)

In conductors, the conduction band is only partially filled up to the Fermi energy and there is no
gap in the density of states (Fig, 9.9, left panel).
In insulators (at T = 0), the completely filled valence band and the empty conduction band are
separated by a gap, which corresponds to a region where g(ε) = 0 (Fig, 9.9, right panel).
Sometimes, when the details of the dispersion curves and of the density of states are not relevant
and one focusses only on the gap, the densities of states are schematically represented as rectangles
(Fig, 9.9, right part of both panels).
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9.4.3 Thermal excitation. Insulators and semiconductors
In insulators, for T = 0 there is no electronic conduction.
For T > 0 there is the finite probability that the thermal energy kBT can lead to the promotion
of some electrons from the filled valence band (VB) to the empty conduction band (CB), giving
rise to a weak conductivity; the system is said to be a semiconductor.
In order to evaluate the probability of promotion from the VB to the CB making use of the Fermi-
Dirac distribution, it is convenient to define a Fermi energy εF exactly in the midpoint of the gap
between VB and CB, so that the energy εi at the bottom of the conduction band is related to the
width Eg of the energy gap by

εi − εF = Eg/2 . (9.45)

Let ni be the number of electrons promoted by thermal energy to the bottom of the CB, with
energy εi. The occupation index, corresponding to the probability of finding an electron at the
bottom of the CB, is

ni
gi

=
1

eβ(εi−εF ) + 1
' e−β(εi−εF ) , (9.46)

where gi is the degeneracy of level i and the last equality is justified by the fact that at room
temperature for most systems of interest β(εi − εF )� 1, say εi − εF � kBT (Table 9.2).
The values of ni/gi are shown in Table 9.2 for selected insulators at room temperature (kBT '
0.025 eV).
The number of atoms is of the order of 1022 per cubic centimeter; of the same order of magnitude
is the number of electrons in the VB. Each one of these electrons has the probability ni/gi of being
promoted to the CB.
The probability that one electron is promoted form the VB to the CB by thermal energy is
exceedingly low for diamond, which is a good insulator at room temperature; it is instead not
negligible for silicon and germanium, which exhibit a weak conductivity at room temperature, and
are called semiconductors.
Since ni/gi, say the number of carriers, increases with temperature, the electrical conductivity of
semiconductors increases with temperature

σ ' σ0 e
−Eg/kBT . (9.47)

Semimetals

In semimetals, such as Bismuth, the band structure tends to be similar to that of semiconductors.
However, semimetals are distinguished from semiconductors in that the conduction band minimum
lies slightly below the valence band maximum. As a consequence, in the ground state a small
number of conduction states are occupied. The electronic properties are those of a metal, but the
small number of electrons in the conduction band leads to e very low conductivity.
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- N. B. Brandt and S. M. Chudinov: Electronic structure of metals, MIR Publishers Moskow
1973.
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Chapter 10

Electron thermal and transport
properties

10.1 Electronic contribution to the specific heat
In metals, electrons contribute to the specific heat in addition to the lattice contribution. An
electron contribution to specific heat is present only in systems where a Fermi surface exists. The
free electron model is a good starting point to account for the main characteristics of the electronic
specific heat, provided the Fermi-Dirac distribution is considered.
To account for the electronic contribution to the specific heat, a complete knowledge of the ε(~k)
dispersion relations is not necessary; the specific heat only depends on the vibrational density of
states g(ε). (A similar situation was found for the lattice contribution.)

10.1.1 Fermi-Dirac distribution
The effects of temperature on the free electron gas are described by the Fermi-Dirac (FD) distri-
bution. The FD probability distribution is generally expressed in terms of the occupation index
ni/gi of the energy level i:

ni
gi

=
1

eα+βεi + 1
(10.1)

where

• ni is the number of electrons with energy εi,
• gi is the degeneracy of level i, determined by the number of ~k wavevectors corresponding to

the energy value εi and by the two possible spin states
• the occupation index ni/gi = 0 or 1, for the Pauli exclusion principle
• α and β are the Lagrange multipliers of the procedure for maximizing the distribution prob-

ability, corresponding to the conditions
∑
ni = N and

∑
εini = E, respectively.

The β parameter is connected to the temperature, β = 1/kBT .
One can show that the α parameter can be expressed as

α =
∂ lnZ

∂N
= − 1

kBT

(
∂F

∂N

)
= − µ

kBT
(10.2)

where Z =
∑
j exp−βEj is the canonical partition function of the entire system of N electrons, F

is the Helmholtz function and µ is the chemical potential.
The FD distribution can thus be rewritten as

ni
gi

=
1

e(ε−µ)/kT + 1
, (10.3)

Notice that the chemical potential is actually temperature dependent, µ(T ).

239
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Fermi function and density of states

It is often convenient to consider a continuous distribution of energy values, and introduce the
continuous function (Fermi function)

f(ε) =
1

e(ε−µ)/kT + 1
. (10.4)

The probability of finding an electron within the energy interval between ε and ε+ dε is given by
the product of the Fermi function (10.4) and the electron density of states

f(ε) g(ε) dε . (10.5)

For the free electron gas model, the density of states per unit volume is given by (9.11), so that

f(ε) g(ε) dε =
1

e(ε−µ)/kT + 1

√
2m3

π2h̄3

√
ε dε . (10.6)

For a real crystal, the density of states g(ε) depends on the band structure.

Chemical potential and Fermi energy

For T → 0K, the FD distribution (10.4) is

f(ε) = 1 for ε < µ,
f(ε) = 0 for ε > µ.

Remembering the definition of the Fermi energy εF , this corresponds to

lim
T→0

µ = µ0 = εF . (10.7)

In the ground state, for T = 0, the chemical potential can thus be identified with the Fermi energy,
µ0 = εF . The f(ε) function is characterised by a sharp step for ε = µ0.

When the temperature increases, the chemical potential µ(T ) progressively deviates from the value
εF of the Fermi energy, and the sharp step of the f(ε) function is progressively smoothed.
At any temperature, anyway, for ε = µ the Fermi function is f(µ) = 1/2.
For temperatures much smaller than the Fermi temperature, e.g. room temperatur, the difference
between Fermi energy εF and chemical potential µ can generally be neglected, µ ' εF .

10.1.2 Specific heat, qualitative approach
At relatively low temperatures, T � TF , as a consequence of the Pauli exclusion principle only the
electrons near the surface of the Fermi sphere can be thermally excited.
The interested energy interval, where the Fermi function f(ε) significantly deviates from the sharp
step behaviour of the ground-state, is of the order of

∆ε ' |ε− µ| ' kBT . (10.8)

The energy density per unit volume depends on temperature as

u(T ) = u0 + ∆u(T ) , (10.9)

where u0 is the ground state energy density. The temperature variation of the energy density is

∆u(T ) ' [number of excited electrons]× [average excitation energy]
' g(µ) ∆ε × kBT

' g(µ) kBT × kBT

= g(µ) (kBT )2 (10.10)
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The electronic contribution to the specific heat per unit volume (at constant volume)

cel
v =

(
∂u

∂T

)
v

= γT (10.11)

is thus linearly dependent on temperature.
A more accurate derivation (see below) confirms the linear dependence on the temperature and on
the density of states at the Fermi energy. The specific heat per unit volume at constant volume is

cel
v '

π2

3
k2
B g(µ0)T =

π2

3
k2
B g(εF )T (10.12)

For the free electron gas model, inserting the density of states (9.11) and taking account of the
value (9.10) of the Fermi energy, one can show that the specific heat per unit volume (at constant
volume) becomes

cel
v '

π2

2

nk2
B

εF
T . (10.13)

Lattice and electronic contributions to specific heat

The total specific heat of metals is the sum of the electronic and vibrational contributions,

cv = cel
v + cvib

v = γT + cvib
v . (10.14)

The electronic contribution to specific heat is generally much smaller than the lattice contribu-
tion. It can be appreciated at low temperatures, where the linear dependence on temperature
prevails over the T 3 dependence, and at high temperatures, where it contributes, together with
anharmonicity, to the deviation from the Dulong and Petit constant behaviour.
At low temperatures, where

cv = γT + AT 3 , (10.15)

a plot of the measured values cv/T against T 2 allows the experimental evaluation of γ as the
intercept fot T = 0 of a straight line.
The agreement between the values of γ measured and evaluated through the free electron approxi-
mation is satisfactory for a number of metals, less good or even bad for other metals. The agreement
depends on the reliability of the density of states g(ε) calculated through the free electrons model.
Example: In copper, γ ' 6.7× 10−4 Jmol−1 K−1.

At the Debye temperature ΘD = 315 K, cvib
v ' 100 cel

v .
The electronic contribution prevails over the lattice contribution only for T < 15K.

10.1.3 Detailed calculation of celv (T ) and µ(T )

To evaluate the specific heat, we need to know the temperature dependence of the total energy of
the conduction electrons. The energy per unit volume is

u =
U

V
=

∫ ∞
0

ε g(ε) f(ε) dε . (10.16)

Since the Fermi function f(ε) depends on the chemical potential µ(T ), which in turn depends on
temperature, we need a second equation to previously determine µ(T ):

n =
N

V
=

∫ ∞
0

g(ε) f(ε) dε , (10.17)

where N is the total number of conduction electrons.
When T increases, the Fermi function is progressively smoothed around ε = µ, so that the density
function g(ε) is differently weighted. To maintain constant the value N of the integral (10.17), the
value of µ has to shift with temperature.
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Evaluation of the integrals

The integrals of (10.16) and (10.17) are of the general type∫ ∞
0

φ(ε) f(ε) dε , (10.18)

where φ(ε) = ε g(ε) for (10.16) and φ(ε) = g(ε) for (10.17).
For ordinary temperatures, the Fermi function f(ε) differs from the ground-state step-like behaviour
only in a short interval ∆ε ' kBT around the value ε = µ. This property is exploited to evaluate
the dependence on temperature of the integrals (10.18) by a Taylor expansion around the value
ε = µ. In most cases, the expansion can be limited to the second order term.
The details of the procedure can be found in § 10.3.1.
The final result, for a second order approximation in Taylor expansion, is∫ ∞

0

φ(ε) f(ε) dε =

∫ µ

0

φ(ε) dε +
π2

6
(kBT )2

(
∂φ

∂ε

)
µ

(10.19)

The first integral on the right can be splitted:∫ ∞
0

φ(ε) f(ε) dε =

∫ µ0

0

φ(ε) dε +

∫ µ

µ0

φ(ε) dε +
π2

6
(kBT )2

(
∂φ

∂ε

)
µ

(10.20)

The first term in (10.20) corresponds to the ground-state behaviour, where the Fermi function is
step-like. The second term accounts for the variation of the chemical potential. The third term is
the lowest-order perturbation, which depends on T 2.
For kBT � µ, there is no significative difference if the derivative of the perturbation term is
calculated with respect to µ0 = εF instead of µ.

Chemical potential

Let us come back to (10.17), and substitute φ(ε) = g(ε) in (10.20). Taking into account that the
density of states g(ε) can be considered as a constant g(µ0) in the restricted region here considered
where f ′(ε) 6= 0, one finds

n =

∫ ∞
0

g(ε) f(ε) dε

'
∫ µ0

0

g(ε) dε +

∫ µ

µ0

g(ε) dε +
π2

6
(kBT )2

(
∂g(ε)

∂ε

)
µ0

' N + g(µ0) (µ− µ0) +
π2

6
(kBT )2 g′(µ0) (10.21)

whence,

g(µ0) (µ− µ0) +
π2

6
(kBT )2 g′(µ0) = 0 (10.22)

and substituting µ0 = εF ,

µ = εF −
π2

6
(kBT )2 g

′(εF )

g(εF )
. (10.23)

For the free electron gas model, where the density of states for unit volume is given by (9.11),

µ = εF −
π2

6
(kBT )2 1

2εF
= εF

[
1− 1

12

(
πkBT

εF

)2
]
. (10.24)

The extent of the deviation of µ at room temperature from the ground-state value εF can be
easily evaluated, by taking into account that the Fermi energy is of the order of the eV, while at
kBT ' 0.025 eV at 300 K.
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Specific heat

Let us now come back to (10.16), and substitute φ(ε) = ε g(ε) in (10.20):

u =

∫ ∞
0

ε g(ε) f(ε) dε

'
∫ µ0

0

ε g(ε) dε +

∫ µ

µ0

ε g(ε) dε +
π2

6
(kBT )2

(
∂[εg(ε)]

∂ε

)
µ0

' u0 + µ0

[
g(µ0) (µ− µ0) +

π2

6
(kBT )2 g′(µ0)

]
+

π2

6
(kBT )2 g(µ0) (10.25)

According to (10.22), the term in square parentheses in (10.25) is zero, so that

u = u0 +
π2

6
(kBT )2 g(µ0) , (10.26)

whence the expression (10.12) for the specific heat is derived (µ0 = εF )

cel
v '

π2

3
k2
B g(µ0)T =

π2

3
k2
B g(εF )T (10.27)

For the free electron gas model, one obtains the expression (10.13) for the specific heat per unit
volume at constant volume.

10.2 Electric conductivity in metals

Let us consider only the effect of the electric field ~E, neglecting the magnetic effects, so that the
force is ~F = −e ~E.

10.2.1 Classical free-electron model (Drude model)

For a gas of free classical electrons, the effect of the electric field ~E would be a continuous increase
of the electron momentum:

d~p(t) = h̄d~k(t) = −e ~E dt , ∆~p = −e ~E∆t . (10.28)

The Drude model hypothesises that the origin of electrical resistivity is due to the collisions of
electrons with the nuclei of the crystal lattice. A basic quantity is thus the average time between
collisions (or relaxation time) τ . The average momentum gained between any two collisions is

〈∆~p〉 = −e ~E τ , (10.29)

proportional to the electric field and to the relaxation time.
The drift velocity of electrons is

~vdr = 〈~v〉 =
〈∆~p〉
m

= −e
~Eτ

m
. (10.30)

The current density is
~J = −ne~vdr =

ne2τ

m
~E , (10.31)

where n is the number density of conduction electron, so that the conductivity is

σ =
ne2τ

m
. (10.32)

By inserting the measured conductivity, one finds that the order of magnitude of the relaxation
time is τ ' 10−14 s.
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10.2.2 Beyond the classical model
Electrons in a periodic potential

As we have seen, the quantum treatment of electrons in a periodic potential leads to stationary
Bloch’s wavefunctions

Ψ~kn = ei
~k·~r u~kn(~r) , (10.33)

solutions of the time-independent Schrödinger equation. Two drawbacks of the classical models
are evident:

1. The presence of ions is included in the periodic potential energy of the Schrödinger equation.
Electrical resistivity cannot be accounted for by collisions of electrons with static ions.

2. Only electrons near the Fermi surface can contribute to conduction; the Fermi surface is
present only in crystals where some band is not completely filled.

Particle approach to transport properties

The particle approach is most suitable to describe the transport properties.
Bloch’s wavepackets should fulfil the following requirements:

- ∆~k small with respect to the size of the 1st Brillouin Zone.
- ∆~r large with respect to the lattice parameters, but small with respect to the wavelengths
of the external fields.

Origin of resistivity

The origin of resistivity (finite value of conductivity) is connected to collisions of electrons with

- Lattice defects, impurities, etc (contribution independent of temperature)
- Thermal vibrations of ions, say electron-phonon collisions.
This contribution depends on temperature; when T increases, the phonon density increases.
As for thermal resistivity due to phonon-phonon collisions, also for electrical resistivity due
to electron-phonon collisions umklapp processes play a fundamental role.

Fermi-Dirac statistics, the Lifschitz model

As for specific heats, only electrons near the Fermi surface contribute to electrical conduction.
A simple model due to E. Lifschitz can help to find a quantitative estimate of conductivity. The
model is based on a system where the electron dynamics is described by a Fermi sphere (Fig. 10.1).

If no external field is present (Fig. 10.1, left), opposite values of wavevectors are balanced within
the Fermi sphere, and no net charge drift is possible.
When an external electric field ~E is applied along the x direction, the electrons near the Fermi
surface undergo a wavevector modification h̄∆kx = −eExτx. As a consequence, the shape of the
Fermi sphere is modified (Fig. 10.1, centre and right):

1. A layer 1 is created and filled up on the left (negative values of kx).
2. Correspondingly, a layer 2 of equal volume is emptied on the right.
3. The original Fermi sphere (dashed line), having lost the volume 2, is now unbalanced, and

a corresponding volume 3 on the left has to be counted to evaluate the net contribution to
electron drift.

The contribution of a volume element of regions 1 and 3 of the reciprocal space

dVk = (k dθ) (k sin θ dφ) dk = k2 sin θ dθ dφ dk (10.34)

to the current density is

dJ = e
2 dVk
(2π)3

vF cos θ , (10.35)
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Figure 10.1: Lifschitz model for electrical conduction (two-dimensional projection). Left: Fermi
sphere with no external electric field. Centre and right: modifications of Fermi sphere in the
presence of an electric field ~E.

where 2dVk/(2π)3 is the density of conduction electrons and vF cos θ is the x component of the
Fermi velocity.
Integrating over the two regions 1 and 3 (factor 2), one finds the current density

J = 2
2evF
(2π)3

∫ π/2

0

dθ

∫ 2π

0

dφ

∫ kF+∆kF cos θ

kF

k2 sin θ cos θ dk =
8πevF k

2∆k

3(2π)3
. (10.36)

Substituting SF = 4πk2
F (Fermi surface) and ∆k = eEτ/h̄ = eE`/vF h̄ one obtains the final

expression for the electrical conductivity

σ =
2e2SF `

3h̄ (2π)3
. (10.37)

By expressing the Fermi surface in terms of the Fermi volume SF = 3VF /kF , introducing the num-
ber density n = VF /(2π)3 and substituting `/h̄kF = τ/m, one sees that the Lifschitz conductivity
corresponds to the conductivity of the Drude model:

σ =
2e2SF `

3h̄ (2π)3
=

e2nτ

m
. (10.38)

The relaxation time τ obtained from experimental measurements of σ is the same for both models.
The main difference between the two models can be retraced to the evaluation of the mean free
path ` = vτ .

• In the classical model all electrons contribute to conductivity, and the drift velocity, deter-
mined by the Maxwell distribution, is of the order of 105 m/s, so that the mean free path is
` ' 10Å.

• In the Lifschitz model, only the electrons near the Fermi surface contribute to conduction,
the Fermi velocity is of the order of 106 m/s and the mean free path is ` ' 100Å.

10.3 Complements and demonstrations

10.3.1 Evaluation of the specific heat integrals
We want to integrate the integrals (10.16) and (10.17), which are of the general type∫ ∞

0

φ(ε) f(ε) dε , (10.39)

where
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1. φ(ε) = ε g(ε) for (10.16) and φ(ε) = g(ε) for (10.17),
2. f(ε) is the Fermi function

f(ε) =
1

e(ε−µ)/kT + 1
. (10.40)

It is convenient to integrate (10.39) by parts,∫ ∞
0

φ(ε) f(ε) dε = |ψ(ε) f(ε)|∞0 −
∫ ∞

0

ψ(ε) f ′(ε) dε , (10.41)

where

ψ(ε) =

∫ ε

0

φ(ε′) dε′ , φ(ε) =
dψ(ε)

dε
. (10.42)

The first term of the right-hand side of (10.41) is zero, because ψ(ε) = 0 for ε = 0 and f(ε) = 0
for ε→∞.
As for the integral of the second term of the right-hand side of (10.41), the first derivative f ′(ε) =
df(ε)/dε is negative and different from zero only in an interval of size ' kBT around ε = µ. Only
this interval gives a contribution to the integral.
When kBT � µ, one can expand ψ(ε) around µ

ψ(ε) = ψ(µ) +

(
∂ψ

∂ε

)
µ

(ε− µ) +
1

2

(
∂2ψ

∂ε2

)
µ

(ε− µ)2 + · · · (10.43)

Let’s now insert (10.43) into (10.41) and consider the first three terms:

First term

− ψ(µ)

∫ ∞
0

f ′(ε) dε = ψ(µ) (10.44)

because ∫ ∞
0

f ′(ε) dε = f(ε)
∣∣∞
0

= 0− 1 . (10.45)

Second term

−
(
∂ψ

∂ε

)
µ

∫ ∞
0

(ε− µ) f ′(ε) dε = 0 (10.46)

since all terms (ε − µ)2n+1 are odd functions and f ′(ε) is an even function in the short energy
interval considered.

Third term

To evaluate the third term

− 1

2

(
∂2ψ

∂ε2

)
µ

∫ ∞
0

(ε− µ)2 f ′(ε) dε (10.47)

it is convenient and to introduce the variable

x = β (ε− µ) , (10.48)

and to explicitly express the derivative of the Fermi function (10.40), so that (10.47) becomes

1

2

(
∂2ψ

∂ε2

)
µ

∫ ∞
0

(ε− µ)2 β eβ(ε−µ)

[eβ(ε−µ) + 1]2
dε =

1

2

(
∂2ψ

∂ε2

)
µ

∫ ∞
−βµ

1

β2

x2 ex

[ex + 1]2
dx . (10.49)
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Since βµ = µ/kBT >> 1 and for x = −βµ the integrand is negligible, the lower integration limit
can be substituted by −∞ and (10.49) becomes

1

2

(
∂2ψ

∂ε2

)
µ

(kbT )2

∫ ∞
−∞

x2 ex

[ex + 1]2
dx . (10.50)

By studying the mathematical properties of the integrand in (10.50), one can show [see Ashcroft-
Mermin or Reif for details] that

− 1

2

(
∂2ψ

∂ε2

)
µ

∫ ∞
0

(ε− µ)2 f ′(ε) dε =
π2

6
(kBT )2

(
∂2ψ

∂ε2

)
µ

(10.51)

Final result

As a final result, (10.41) becomes∫ ∞
0

φ(ε) f(ε) dε = ψ(µ) +
π2

6
(kBT )2

(
∂2ψ

∂ε2

)
µ

+ · · · (10.52)
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Chapter 11

Structural probes

The experimental study of the physical properties of matter – structural, electronic and vibrational
– is based on the interaction with suitable probes: electromagnetic radiation, electrons, neutrons,
positrons, ions...
Information on the structural properties of bulk matter is obtained by diffraction of suitable probes:
X-rays, electrons, neutrons. Diffraction means here elastic scattering plus interference of the scat-
tered waves.
After an introduction to the wave-particle relations for X-rays, electrons and thermal neutrons
(§ 11.1) and to the cross section concept (§ 11.2), the attention is focused on the elastic scattering
of X-rays from single electrons (§ 11.3) and from atoms (§ 11.4). The atomic cross sections for
electrons and thermal neutrons are introduced in § 11.5.
Once the intrinsic cross sections for the different probes have been introduced, the unified treatment
of scattering from atomic aggregates is introduced in § 11.6, distinguishing the cases of molecules,
non-crystalline systems and crystals.
§ 11.8 is dedicated to the EXAFS technique (Extended X-ray Fine Structure), which can give
information on the local structure around selected atomic species.

11.1 Introduction

To investigate the bulk structure of matter by elastic scattering, the probe must fulfil two require-
ments:

1. Wavelength smaller than the inter-atomic distances, say λ ≤ 1 Å.
2. High enough penetration depth, say sufficiently weak interaction of the probe with matter .

11.1.1 X-rays, electrons, neutrons

The most important structural probes of the bulk structure of matter are

1. X-rays, discovered in 1895 by W.K. Röntgen in Würtzburg. The first diffraction of X-rays
from crystals was obtained in 1912 by M. von Laue in Münich. The utilisation of X-ray for
the quantitative study of the atomic arrangement began in 1913, thanks to the pioneering
work of W.H. Bragg and W.L. Bragg in Cambridge.

2. Electrons, discovered in 1897 by J.J. Thomson in Cambridge. The first electron diffraction
experiments were performed in 1927, confirming the wave-particle duality, contemporarily by

a) C. Davisson and L.H. Germer at Bell Labs. (USA), using electrons of 30-600 eV
b) G.P. Thomson and A. Reid at the University of Aberdeen, using electrons of 10-60 keV

3. Neutrons, discovered by J. Chadwick in 1932. The first diffraction pattern from NaCl was
obtained in 1946 at the Oak-Ridge reactor in Tennessee.

249
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Figure 11.1: Relation between energy and
wavelength for X-rays, electrons and ther-
mal neutrons. The ellipses show the re-
gions of use.
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11.1.2 Particle and wave properties

The complementarity of the wave and particle behaviour is relevant for the structural probes.
Different phenomena are described by different quantum approaches: particle-like approach for
production, absorption, scattering, wave-like approach for interference.

The wave properties of a structural probe are described in terms of the plane-wave parameters:

1. the angular frequency ω = 2πν = 2π/T , where ν is the frequency and T is the period,
2. the wavevector ~k = (2π/λ)ŝ, where λ is the wavelength ŝ is a unit vector

Real waves are actually a superposition of plane waves of different frequencies and wavevectors.
The degree of monochromaticity, say the width of the distribution of frequencies ω, corresponds to
the longitudinal coherence of the beam. The degree of parallelism of the wavevectors ~k corresponds
to the transverse coherence.

The particle properties are the (kinetic) energy E and the linear momentum ~p, connected by
the relativistic expression

E2 = (pc)2 + (m0c
2)2 , (11.1)

where c ' 3×108 ms−1 is the velocity of light and m0 is the rest mass.

- For massless particles, such as photons, E = pc = h̄ω

- For massive particles, such as neutrons and electrons, the non-relativistic kinetic energy is
Ek = p2/2m

Wave-particle connection. The wave and particle approaches are connected by the concept of
wave-packet. The general relations hold

~p = (h/λ)ŝ = h̄~k , E = h̄ω , (11.2)

where h ' 4.13× 10−15 eV s is the Planck constant and h̄ = h/2π ' 6.58× 10−16 eV s.
Here ~k represents the central value of the distribution of wave-vectors characterising the wave-
packet.

Different dispersion relations ω(k) characterise massless and massive particles:

- for massless particles (photons), the dispersion relation is linear: ω = ck,
- for massive particles, the dispersion relation is not linear, ω = h̄k2/2m; the particle velocity
is the wave group velocity, v = dω/dk.
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Figure 11.2: Nomenclature of scattering. Left: incoming and outgoing wave-vectors and scattering
angle 2θB . Right: scattering vector ~K for elastic scattering.

The relation between energy and wavelength is different for X-rays, electrons and thermal
neutrons:

X-rays: E [keV] = 12.4/λ [Å] so that λ = 1Å ⇒ E = 12.4 keV
Electrons: Ek [eV] = 150/λ2 [ Å2

] λ = 1Å ⇒ E = 150 eV
Thermal neutrons: Ek [meV] = 82/λ2 [Å2

] λ = 1Å ⇒ E = 82meV

The relations are shown in Fig. 11.1. Electrons of relatively high energy (50-100 keV, corresponding
to wavelengths λ ' 0.05Å) are generally used for diffraction experiments. The high energy allows
a relatively high penetration depth. Low energy electron diffraction (LEED, energies 10-300 eV) is
used for structural studies of surfaces.
Note: We have used above the relation for non-relativistic massive particles Ek = p2/2m, which

gives λ = h/[2mEk]1/2. To take into account relativistic effects, from (11.1) one obtains
p2 = 2m0Ek [1 + Ek/2m0c

2], whence

λ =
h

2m0Ek

1√
1 + Ek/2m0c2

For our present purposes, the relativistic effects can be considered negligible.

11.2 Scattering cross-section

11.2.1 Nomenclature of scattering
Let us consider a narrow beam of particles (photons, electrons, neutrons) impinging on a sample
along a fixed direction (Fig. 11.2, left). We want to measure the intensity of the beam scattered by
the sample within a given narrow solid angle dΩ as a function of the output direction. The output
direction is characterised by two angles:

- a polar angle, or scattering angle ϑ = 2θB with respect to the incoming direction; in diffrac-
tion problems one generally refers to the Bragg angle θB = ϑ/2;

- an azimutal angle φ that measures the rotation around the incidence direction.

The input and output beams are characterised by:

- wavevectors ~kin and ~kout (k = 2π/λ);
- energies Ein = h̄ωin and Eout = h̄ωout;
- polarisation unit vectors ε̂in and ε̂out; for X-rays the polarization is given by the electric field
direction, for neutrons and electrons by their spin.

We define

- the exchanged energy E = Eout − Ein,
- the exchanged momentum h̄ ~K = h̄(~kout − ~kin), where ~K is the scattering vector.

The scattering is said to be

a) elastic if E = 0, say if Eout = Ein, say |~kout| = |~kin|;
b) inelastic if E 6= 0, say if Eout 6= Ein, so that |~kout| 6= |~kin|.
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Figure 11.3: Scattering solid angle (left); polar and azimutal angles (right).

Scattering vector

The scattering vector is defined as the difference between outgoing and incoming wavevectors:

~K = ~kout − ~kin . (11.3)

In elastic scattering, both beams have the same wavelength, so that both wavevectors have the
same magnitude kin = kout = 2π/λ.
From simple geometrical considerations (Fig. 11.2, right), one can see that the magnitude of the
scattering vector for elastic scattering is

K = 4π
sin θB
λ

. (11.4)

For a given wavelength λ, the scattering vector magnitude is limited to Kmax = 4π/λ.

11.2.2 Definition of scattering cross section

The intensity of the collimated incoming beam is measured by the flux Φin, expressed for example
as the number of particles per unit area and per unit time.
The intensity of the divergent outgoing beam is measured by the number dnout of particles per
unit time scattered within the solid angle dΩ with direction (ϑ, φ) (Fig. 11.3).

The differential cross section σ(ϑ, φ) (or dσ/dΩ) for elastic scattering is defined by the relation

dnout = Φin σ(ϑ, φ) dΩ = Φin
dσ

dΩ
dΩ . (11.5)

The total cross section (for elastic scattering) is

σtot =

∫
σ(ϑ, φ) dΩ . (11.6)

The double differential cross section σ(ϑ, φ, ω) for inelastic scattering is defined by the relation

dnout = Φin σ(ϑ, φ,E) dΩ dE = Φin
d2σ

dΩ dE
dΩ dE . (11.7)

Both elastic and inelastic cross sections generally depend on the energy of the incoming beam.
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Alternative definition

The cross sections can be defined also within the wave-like approach. Instead of considering the
flux of particles, one can consider the flux of energy.
The differential scattering cross section is the ratio between the angular density of power emitted
in a given direction and the incoming power per unit area of the beam.

Factorization of the scattering cross sections

The differential cross section for elastic scattering can be factorized as

dσ

dΩ
=

(
dσ

dΩ

)
0

S( ~K) , (11.8)

where ~K is the scattering vector (h̄ ~K is the exchanged momentum).
The differential cross section for inelastic scattering can be factorized as

∂2σ

∂Ω ∂E
=

(
dσ

dΩ

)
0

S( ~K,E) , (11.9)

where h̄ ~K is the exchanged momentum and E is the exchanged energy.

The first factor on the right-hand side of both equations, (dσ/dΩ)0, is the intrinsic cross section,
which depends on the coupling between the probe and the sample. The intrinsic cross section
depends on the nature of the probe, it is different for X-rays, neutrons or electrons; it is instead
independent of the structure of the sample.

The second factors on the right-hand sides of (11.8) and (11.9) are, respectively:

- the static scattering function (or static structure function) S( ~K)

- the dynamic scattering function (or dynamic structure function) S( ~K,E)

The scattering functions contain the information on the structure and the possible excitations of
the sample. They are independent of the peculiar type of interaction of the probe with matter.

11.2.3 Cross section and scattering amplitude
The scattering cross section is the quantity which is measured in scattering experiments.
To extract structural and dynamical information from the measured cross sections, one needs a
suitable theoretical model. In general, the output of theoretical models are scattering amplitudes
f(ϑ, φ), which are connected to the experimental cross sections by the relation

σ(ϑ, φ) = |f(ϑ, φ)|2 . (11.10)

The expressions of the scattering amplitudes are different for different types of interaction between
probe and matter (e.g. electromagnetic interaction, scattering from a central potential, strong
nuclear interaction).
Example: A particle freely moving in space in the z direction can be described as a wave-packet,

superposition of plane waves exp[i(kz − ωt)], with a given distribution of k values.
A particle scattered by a central potential V (r) can be described in a similar way, provided
each stationary plane wave Ψfree

k = exp(ikz) is substituted by the stationary scattering wave-
function

Ψscatt
k (~r) ' eikz + fk(ϑ, φ)

eikr

r
. (11.11)

The quantity fk(ϑ, φ) is the scattering amplitude from the central potential and is connected
to the experimental scattering cross section by σ(ϑ, φ) = |fk(ϑ, φ)|2.
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In the following § 11.3, we will study the scattering amplitude and the intrinsic scattering cross
section for X-rays from single electrons. In most applications it is more convenient to consider
the intrinsic cross section of X-rays from atoms (§ 11.4). The atomic intrinsic cross sections for
electrons and neutrons scattering are introduced in § 11.5 and compared with the X-ray cross
section.
Once the intrinsic cross sections for the different probes have been compared, the static scattering
function S( ~K) is studied in § 11.6 for different types of atomic aggregates (molecules, crystalline
solids, liquids and non-crystalline solids).

11.3 X-ray elastic scattering

To better understand diffraction effects, it is convenient to focus the attention on X-rays and
consider first the interaction with one point-like electron, then the interaction with a set of point-
like electrons and finally the interaction with a distribution of electron charge.

11.3.1 Interaction of X-rays with matter

In the range of energies of interest here (1 to 100 keV), there are two channels of interaction
of X-rays with matter: photoelectric absorption or emission and scattering, the first one being
predominant. In § 11.3 and 11.4 the scattering channel is considered, in § 11.8 photoelectric
absorption is considered.
The interaction of X-rays with matter can be treated at different levels of approximation.

Classical approximation

The classical Thomson theory considers the interaction of an X-ray electromagnetic wave with a free
electron. The electric field induces an oscillatory motion of the electron; the accelerated electron
in turn emits electromagnetic radiation of the same frequency, with a π phaseshift. The Thomson
model is straightforwardly extended to the treatment of continuous distributions of charge (or of
probability distributions, such as quantum orbitals).
The free-electron approximation is justified by the high energy of X-rays with respect to the binding
energy of the majority of atomic electrons. As we will see, only for very loosely bound electrons
can the inelastic quantum Compton effect be relevant and anyway it is automatically taken into
account by the Thomson treatment of the scattering from atomic orbitals.
The Thomson theory is effective in explaining the main properties of X-ray elastic scattering from
atoms, and it is sufficient for our present purposes.
In the classical approximation, the average density of energy carried by a monochromatic X-ray
plane wave is measured by the amplitude of the electric field, or alternatively by the amplitude of
the vector potential:

〈u〉 = ε0E
2
0/2 = ε0ω

2A2
0/2 (11.12)

Quantum treatment

As it is customary to simplify notation in the description of the electromagnetic field, we consider
a cubic box of volume V in the real space. The wave-vectors of the electromagnetic plane waves
are limited, by the periodic boundary conditions, to a three-dimensional lattice in the reciprocal
space, whose density (number of wave-vectors for unit reciprocal space volume) is V/8π3. To each
wave-vector, two independent polarisation directions are connected.

The quantum system considered is the sum of an atom and the electromagnetic field. A stationary
state of the system is the product

|Ψ〉 = |Ψat〉 ⊗ |{n~ks}〉 , (11.13)
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where |Ψat〉 is the state of the atom and |{n~ks}〉 is the state of the electromagnetic field, quantised
in terms of the number n~ks of photons belonging to each normal mode (~k, s), where ~k is the
wavevector and s labels the polarisation.
To account for the interaction of electrons with the electromagnetic field, the atomic Hamiltonian
(in the Coulomb gauge ~∇ · ~A = 0) is modified as

H =
∑
j

{
1

2m

[
~Pj + e ~A(~rj , t)

]2}
+ V (~r1 . . . ~rn) (11.14)

where the sum is over the electrons, ~Pj = m~vj − e ~A is the generalised momentum operator, ~A(~r, t)
is the vector potential of the electromagnetic field calculated at the electron position ~rj and e is
the (positive) elementary charge.
By expanding the square in (11.14) and introducing the Hamiltonian of the radiation field Hrad,
one can express the total Hamiltonian as the sum

Htot = Hat + Hrad + Hint (11.15)

where

Hat =
∑
j

P 2
j /2m+ V (~r1 . . . ~rn) (11.16)

Hrad =
∑
~ks

h̄ω~ks

[
a†~ks

a~ks +
1

2

]
(11.17)

Hint =
e

m

∑
j

~A(~r, t) · ~Pj +
e2

2m

∑
j

A2(~rj , t) (11.18)

The vector potential operator is

~A(~rj , t) =
∑
~ks

√
h̄

2ε0V ω~ks

[
a~ks(t)e

−i~k·~r + a†~ks
(t)ei

~k·~r
]
ε̂~ks (11.19)

and
a~ks(t) = a~ks(0) eiωt , a†~ks

(t) = a†~ks
(0) e−iωt (11.20)

are the annihilation and creation operators for modes (~ks).
It is worth stressing a fundamental difference between the classical and the quantum description.
In quantum mechanics, the energy content of the electromagnetic field is given by the state vector
(11.13); the electric and magnetic fields, as well as the vector potential, are operators – linear
combinations of annihilation and creation operators – acting on the state vector.
The term (11.18) in the total Hamiltonian describes the interation of the electromagnetic field with
matter. The interaction effect is generally evaluated within the framework of the time-dependent
perturbation theory; to first order (Fermi golden rule) the transition probability per unit time from
an initial to a final stationary state of the system (atom+field) is

wfi =
2π

h̄
|〈Ψf |HI |Ψi〉|2 g(Ef ) , (11.21)

where g(Ef ) is the density of final states.
An elastic scattering event corresponds to the transition from an initial stationary state to a final
stationary state, both expressed as (11.13), where the final and initial states of the atom are
identical, while the population of the different photon states is modified: one photon of the initial
state is annihilated and one photon is created in the final state; the process is a two-photons
process.
The elastic scattering of X-rays (two-photons process) is accounted for by the second term in
(11.18), which is quadratic in ~A and thus contains products of creation and annihilation operators.



256 P. Fornasini - Physics of Matter

Ein 

a

Eout 

R 

a! 

a|| "  polarisation!

! 

2"
Ein 

#  polarisation!

! 

2" Eout 

Ein 

Eout 

Figure 11.4: Left: relation between the electric field ~Ein acting on an electron, the electron acceler-
ation ~a and the emitted electric field ~Eout. Right: electric field perpendicular (top, π polarisation)
and parallel (bottom, σ polarisation) to the scattering plane.

Semi-classical approximation

The semiclassical approximation is based on a quantum treatment of the atom, represented by a
vector in Hilbert space |Ψat〉, and a classical treatment of the electromagnetic field. The interaction
Hamiltonian is still expressed by (11.18) and the transition probability is still evaluated by (11.21),
but the vector potential is considered as a classical external field.
The semiclassical approximation is often used to describe the absorption and emission of single
photons, where the attention is focussed only on the atom and the first term of (11.18) is relevant.
We will rely on the semi-classical approximation when dealing with the spectroscopyc EXAFS
technique in § 11.8.

11.3.2 Thomson scattering from a point-like free electron

Let us consider an electron at a position ~r with respect to a preset reference frame. The beam
impinging on the electron is described by an oscillating electric field

~Ein = ~E0 cos (ωt− ~kin · ~r) (11.22)

The effect of the electric field is the electron acceleration (Fig. 11.4, left)

~a = (−e/m) ~Ein . (11.23)

According to classical electrodynamics, an accelerated charge emits electromagnetic radiation. The
electron emits an electromagnetic wave with the same frequency of the impinging wave.

Under the following assumptions (the so called dipole approximation):

a) the velocity of the charged particle is much smaller that the velocity of light, v � c,
b) the size of the particle is much smaller than the X-ray wavelength,
c) the emitted electric field is measured at a distance from the charged particle much larger

than the X-rays wavelength,

the outgoing electric field at position ~R (with respect to the scattering electron) and time t is

~Eout(~R, t) =
e

4πε0

~a⊥(t′)

Rc2
, (11.24)

where ~a⊥ is the projection of the electron acceleration perpendicular to ~R and the difference t− t′
takes into account the finite propagation time of the electromagnetic wave.
Inserting (11.23) into (11.24) and taking into account the different projections of the acceleration
for different electric field polarisations (within the plane of scattering and perpendicular to it), one
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finds the following expression for the magnitude of the electric field at position ~R field (Fig. 11.4,
right)

Eout(~R, t) = −re
R
Ein(t′) ×


1 for π polarization

(perpendicular to scattering plane)
cos(2θ) for σ polarization

(in the scattering plane)

(11.25)

The quantity

re =
e2

4πε0c2m
= 2.8× 10−5 Å (11.26)

is the Thomson scattering length and measures of the strength of the elastic scattering of X-rays
by an electron. The quantity re is also called the classical electron radius (see § 11.10.1).
Concerning the polarisation dependence of (11.25), it is worth noting that:

a) X-ray beams emitted by laboratory sources are un-polarised, say an equal mixture of the two
polarisations considered in (11.25).

b) X-rays emitted by synchrotron radiation sources are strongly polarised within the horizontal
plane of the electron orbit; in a vertical scattering plane, the X-rays are π polarised; if
scattering within all space is considered (all values of the azimutal angle φ are considered),
X-rays are on the average unpolarised.

Problem: The force exerted on the electron by the electromagnetic field is the Lorentz force; when
is the effect of the magnetic field negligible? We consider only the effect of the electric field
on the electrons; show that the effect on the positive nuclear charge can be neglected.

11.3.3 Scattering amplitude and scattering intensity

Let us develop a formalism suitable for X-ray diffraction experiments, say for connecting the relative
position of electrons to the diffraction patterns. To this purpose, it is convenient to consider the
waves at a fixed time and relate their phase variations only to the position coordinates. To
simplify the notation, we first consider only polarisation perpendicular to the scattering plane (π
polarisation in Fig. 11.4).

Input amplitude

The electric field at the position ~r of an electron (Fig. 11.5) is

Ein = Re
{
E0 e−i

~kin·~r
}

= Re {A0} . (11.27)

The quantity within curled brackets is called input amplitude A0.
The input flux, measured by the power carried by the impinging beam, is (energy density) ×
(velocity of light), say (in W/m2)

Φin =
1

2
ε0E2

0 c =
1

2
ε0 |A0|2 c . (11.28)

The input flux, measured by the number of photons per second and unit beam section is

Φin =
ε0E2

0 c

2h̄ω
. (11.29)

Example: At the ID15 high-energy scattering beamline of the Synchrotron Radiation Facility ESRF
(Grenoble), a flux of 1011 photons/second impinges on a 1×1 mm2 area within an energy
interval of 0.1% bandwidth around 50 keV.
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Figure 11.5: Left: scattering from a point-like electron at position ~r. Center: scattering from a set
of point-like electrons. Right: scattering from a continuous distribution of charge.

Scattering amplitude

The electric field at a point P , at position ~R from the reference origin (~R′ from the scattering
electron), is the real part of the scattering amplitude A:

Eout = Re

{
E0e−i

~kin·~r (−re)
e−ikoutR

′

R′

}
= Re {A} . (11.30)

If R′ ' R� r, one can express R′ (Fig. 11.5, left) as

R′ ' R − r (k̂out · r̂) (11.31)

so that
e−ikoutR

′

R′
→ e−ikoutR

R
e+i~kout·~r (11.32)

The (complex) scattering amplitude A can now be written as

A = −E0 re
e−ikoutR

R︸ ︷︷ ︸
Ael

ei(
~kout−~kin)·~r︸ ︷︷ ︸

phase

= Ael e
i ~K·~r , (11.33)

say as the product of two factors

1. a one-electron constant Ael, which depends on the scattering length re and on the distance
R but not on the position ~r of the electron nor on the scattering vector ~K,

2. a phase factor exp(i ~K ·~r) that depends on the electron position ~r and on the scattering vector
~K = ~kout − ~kin.

For X-rays, it is customary to define the scattering amplitude in electron units (e.u.)

Ae.u.( ~K) =
A( ~K)

Ael
= ei

~K·~r . (11.34)

Scattering intensity

The outgoing electric field Eout = Re{A( ~K)} cannot be directly measured, not only for the
experimental impossibility of dealing with its exceedingly high frequency, of the order of 1019 Hz),
but even for a more fundamental quantum reason: the better is defined the energy of the photons,
the less is defined the phase of the electric field.
One actually measures the power carried by the outgoing beam, which is proportional to the square
of the electric field. Otherwise stated, one measures the intensity

I( ~K) = |A( ~K)|2 = |Ael( ~K)|2 =
E2

0

R2
r2
e . (11.35)
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For an unpolarised beam, taking into account (11.25), eq. (11.35) becomes

I( ~K) =
E2

0

R2
r2
e

[
1

2
+

cos2(2θB)

2

]
, (11.36)

where the quantity in square brackets is the polarisation factor.
In electronic units, the intensity scattered by one electron is

Ie.u.( ~K) =
I( ~K)

Iel( ~K)
= 1 , (11.37)

where Iel includes the polarisation factor.

Thomson cross section

The intensity (11.36) is collected by a detector at distance R and corresponds to a power (in W)
emitted in the solid angle dΩ

P( ~K) dΩ =
1

2
ε0 E2

0 c r
2
e

[
1

2
+

cos2(2θB)

2

]
dΩ = Φin r

2
e

[
1

2
+

cos2(2θB)

2

]
dΩ . (11.38)

The Thomson cross section for X-ray scattering from one electron is thus

σ(2θB , φ) = r2
e

[
1

2
+

cos2(2θB)

2

]
, (11.39)

where r2
e = 7.84× 10−10 Å2.

Apart from the angular dependence due to the polarisation factor, the scattering cross section
doesn’t depend on the scattering direction nor on the X-ray wavelength. The physical reason is
that the size of the electron, measured by the classical radius re, is much smaller than the X-ray
wavelength, so that all elements of the electron scatter in phase.

The total scattering cross section for Thomson scattering from one electron is obtained by inte-
grating (11.39) over the full solid angle (see § 11.10.2):

σTh =

∫
σ(2θB , φ) dΩ =

8

3
π r2

e = 66.6× 10−10 2 (11.40)

and is independent of the X-ray wavelength.
Example: Let us consider again an X-ray flux of 1011 photons/(smm2). The total Thomson cross

section is 66.6×10−23 mm2. This means that a given electron scatters an average of 6.66×10−12

photons per second.

11.3.4 Scattering from Z point-like electrons

Let us now consider the scattering by a number Z of point-like electrons, at positions ~ri, where i =
1, 2, ...Z (Fig. 11.5, centre). The complex scattering amplitude A( ~K) is the sum of the scattering
amplitudes of all electrons:

A( ~K) = Ael

Z∑
i=1

ei
~K·~ri , Ae.u.( ~K) =

Z∑
i=1

ei
~K·~ri . (11.41)

The measured intensity is

Ie.u.( ~K) =

∣∣∣∣∣
Z∑
i=1

ei
~K·~ri

∣∣∣∣∣
2

. (11.42)
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The sum of the phase factors of each electron gives rise to the interference effect. One can easily
verify (see eq. 11.179 of § 11.10.3) that

Ie.u.( ~K) = Z +
∑
i

∑
j 6=i

cos( ~K · ~rij) , where ~rij = ~rj − ~ri . (11.43)

The first term Z on the right side of (11.43) is the effect of independent scattering from Z electrons,
the sum of the remaining Z(Z − 1) terms is the effect of interference. Note that the interference
effect depends only on the relative positions ~rij of electrons, not on their absolute positions ~r.
As a consequence of interference, the scattering intensity now depends on the scattering vector ~K,
say on scattering angle and X-rays wavelength.

Note: Equations (11.41) and (11.42) are basic for diffraction from atomic aggregates, in spite of
their present derivation for the quite unrealistic model of point-like electrons. Actually, they
account for more realistic cases provided the Thomson scattering length re is substituted by
the neutron scattering lengths (or thermal neutron scattering) or by the atomic form factors
(for X-rays or electron scattering) (see below, § 11.5).

11.3.5 Scattering from a continuous electron charge distribution

A more elaborate picture of the electronic structure of matter is represented by a continuous charge
distribution, measured by the number density ρel(~r). The simplest example is the distribution of
electronic charge within an atom (see § 11.4), but one can consider the distribution of electronic
charge within a large aggregate of atoms, such as a crystal.

Scattering amplitude

The scattering amplitude of X-rays from an electron distribution is obtained from (11.41) substi-
tuting the sum by an integral

A( ~K) = Ael( ~K)

∫
ρel(~r) e

i ~K·~r dV , Ae.u.( ~K) =

∫
ρel(~r) e

i ~K·~r dV . (11.44)

The scattering amplitude in electronic units A( ~K), defined in the reciprocal space, is the Fourier
transform of the electron density ρel(~r), defined in the real space.

Equation (11.44) is basic for X-ray diffraction. If one could measure the scattering amplitude A( ~K)
in a conveniently large region of the reciprocal space, one could recover, by Fourier inversion, the
density of electronic charge ρel(~r) with the required accuracy, and get information on the electron
structure of atoms, molecules and condensed systems. This in turn would mean to get information
on atomic positions (structural information) and on electron distribution among atoms (information
on chemical bonds).

Scattering intensity

As already observed, the amplitude A( ~K) cannot be directly measured. One can measure the
intensity I( ~K) = |A( ~K)|2, from which the amplitude can be obtained only to within a phase
factor. Some information content is thus generally lost. The so called “phase problem” is of central
importance for the determination of complex structures.
Let us explicitly evaluate the scattering intensity:

Ie.u.( ~K) =

∫
ρ(~r1) ei

~K·~r1dV1

∫
ρ(~r2) e−i

~K·~r2dV2

=

∫ [∫
ρ(~r1) ρ(~r1 + ~r) dV1

]
e−i

~K·~rdV , (11.45)
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Figure 11.6: Atomic scattering factor for Hydrogen (Z = 1) as a function of the Bragg angle θB
for two different X-rays wavelengths: λ=1.542 Å (left) and λ=0.715 Å (right).

where ~r = ~r2 − ~r1. The quantity in square parentheses in (11.45) is the density-density autocorre-
lation function (2.26) introduced in § 2.6.

C(~r) = 〈 ρ(~r ′) ρ(~r ′ + ~r) 〉 .

The measured intensity I( ~K) is thus the Fourier transform of the density-density autocorrelation
function.

Interaction strength

The quality and quantity of structural information available from X-ray diffraction experiments
is limited, in addition to the phase problem, by the relative weakness of the interaction of X-rays
with matter. For example, obtaining good information on atoms or molecules in the gas phase is
difficult also with present-day synchrotron radiation sources. For gases, better results are obtained
by electron diffraction, thanks the the much higher strength of the interaction (see below, § 11.5).
This difficulty is to a good extent overcome when atoms or molecules are arranged in a crystal
lattice. In this case, very intense X-ray diffraction is obtained for some points of the reciprocal
space, corresponding to reciprocal lattice points (§ 11.6).
The high intensity and collimation of the X-ray Free Electron Lasers (XFEL), which are now
becoming available for structural research, can overcome the difficulties related to the interaction
weakness.

11.4 X-ray scattering from atoms
Le us now focus the attention on the scattering of X-rays from atoms. The quantum description
of the electronic structure of an atom is made in terms of a continuous probability distribution
ρ(~r) = |Ψ(~r)|2, where Ψ(~r) is the total electronic wave-function. We can thus formally use the same
expression of the amplitude of scattering f( ~K) introduced in (11.44) for a classical distribution of
charge.

11.4.1 The X-ray atomic scattering factor

Let us consider an atom with Z electrons. The scattering amplitude A( ~K) in electronic units

Ae.u.( ~K) =

∫
ρ(~r) ei ~K·~r dV = f0( ~K,Z) , (11.46)

is named atomic scattering factor f0( ~K,Z). The atomic scattering factor f0( ~K,Z) is the Fourier
transform of the electron density ρ(~r).
Note: When comparing the scattering strength of different probes (X-rays, electrons and neutrons),

as will be done in § 11.5, it is convenient to consider the X-ray scattering length fX( ~K,Z) =
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ref0( ~K,Z).
The size of the electron orbitals of an atom is comparable with the X-rays wavelength.
The superposition of waves scattered by the different regions of the electron cloud gives rise to
interference effects, which modulate the scattered amplitude as a function of both the X-rays
wavelength λ and the scattering angle ϑ = 2θB ; this effect is depicted in Fig. 11.6 for the one-
electron hydrogen atom. The dependencies on λ and θB can be synthesised in the dependence on
the scattering vector magnitude K = 4π sin θB/λ (Fig. 11.7, left).
The scattering intensity is

Ie.u.( ~K,Z) = |Ae.u.( ~K,Z)|2 = |f0( ~K,Z)|2 . (11.47)

Example: The two plots of Fig. 11.6 show the atomic scattering factor of hydrogen as a function of
the Bragg angle θB for two different wavelengths of incident X-rays. The left plot of Fig. 11.7
shows the atomic scattering factor of hydrogen as a function of the scattering vector magnitude
K = 4π sin θB/λ.
The maximum value of scattering vector magnitude Kmax = 4π/λ depends on the wavelength.
Decreasing the wavelength allows one to explore a larger portion of Fig. 11.7. The two cases
of Fig. 11.6 are considered in Table 11.1:

Table 11.1: Maximum achievable values of scattering vector for X-rays wavelengths corresponding
to the Cu and Mo Kα lines. The last column shows the energy lost by Compton scattering, eq.
(11.61), for θB = 20◦.

λ (Å) h̄ω (keV) Kmax (Å−1) ∆Ecom (eV)
Cu Kα 1.5 8.0 8.37 30.4
Mo Kα 0.7 17.4 17.95 142

Evaluation of the atomic scattering factor

The atomic scattering factor f0( ~K,Z) is generally evaluated from ab-initio calculations of the
density of electronic charge. In most cases, assuming a spherical symmetry is a good approximation.
For spherical symmetry, one can show (§ 11.10.4) that

f0( ~K,Z) = 4π

∫ ∞
0

r2 ρ(r)
sin(Kr)

Kr
dr = f0(K,Z) : (11.48)

the atomic scattering factor is a real quantity, only depending on the magnitude K of the scattering
vector ~K (say on the radial coordinate in reciprocal space).
In the following, we consider only spherical charge distributions.

Properties of the atomic scattering factor

The properties of the atomic scattering factor, illustrated in Fig. 11.7, can be summarised as
follows.

1. In the forward direction, say for θB = 0 (K = 0) the interference is always completely
constructive. For K = 0, the atomic scattering factor is equal to the atomic number Z and
the intensity (in electronic unit) is equal to Z2, as one can verify from (11.48):

Ae.u.(0) = Z , Ie.u.(0) = |Ae.u.(0)|2 = Z2 . (11.49)

2. When the scattering angle increases (K increases), the scattering amplitude and intensity are
progressively reduced due to interference effects. The shorter the wavelength, the stronger is
the effect.
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Figure 11.7: Atomic scattering factors for different elements, as a function of the scattering
wavevector K.

3. The atomic scattering factor depends on the atomic number Z for any value of K, the heavier
atoms giving a stronger contribution to diffraction patterns than the lighter atoms.

Problem: Evaluate the relative intensities of the contributions to X-ray diffraction patterns of the
elements H, C, Ti, Zn

.

Quantum treatment of elastic scattering

Let us calculate the matrix element of (11.21) for the case of an elastic scattering, where

a) the atom is left unchanged, |Ψat
fin〉 = |Ψat

fin〉;
b) a photon (~kε̂) id annihilated and a photon (~k ′ε̂′) is created; the two photons share the same

energy h̄ω.

The matrix element of (11.21) can be simplified by considering only the photons involved in
scattering and the term of the interaction Hamiltonian quadratic in A, which can support the
two-photon process of scattering:〈

Ψat; 1(~k ′ε̂′), 0(~kε̂)

∣∣∣∣ e2

2m
A2

∣∣∣∣ 0(~k ′ε̂′), 1(~kε̂); Ψat

〉
(11.50)

Let us now reduce the expression (11.19) of the vector potential operator to the case of two photons
and one scattering electron:

~A =

√
h̄

2ε0V ω

[
ε̂ a~ke

−i~k·~r + ε̂ a†~k
ei
~k·~r + ε̂′ a~k ′e

−i~k ′·~r + ε̂′ a†~k ′
ei
~k·~r
]
. (11.51)

The square of A contains 16 terms, of which only the terms corresponding to the annihilation of
the (~kε̂) photon and to the creation of the (~k ′ε̂′) photon should be retained. The corresponding
matrix element is

h̄

2ε0V ω

e2

2m
(ε̂ · ε̂′)

〈
Ψat; 1(~k ′ε̂′), 0(~kε̂)

∣∣∣ a†~k ′a~kei(~k ′−~k)·~r + a~ka
†
~k ′
ei(
~k ′−~k)·~r

∣∣∣ Ψat; 0(~k ′ε̂′), 1(~kε̂)
〉

(11.52)
The action of the annihilation and creation operators transform the initial state of the electromag-
netic field into the final state, and we are left with

h̄

2ε0V ω

e2

2m
(ε̂ · ε̂′) 2

〈
Ψat

∣∣∣ ei ~K·~r ∣∣∣ Ψat
〉

(11.53)

where ~K = ~k ′ − ~k is the scattering vector.
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In the coordinate representation, the remaining matrix element corresponds to the atomic scatter-
ing factor 〈

Ψat
∣∣∣ ei ~K·~r ∣∣∣ Ψat

〉
=

∫
|Ψat|2 ei ~K·~r dV = f0( ~K,Z) . (11.54)

It is easy to verify that the polarisation term ε̂ · ε̂′ is equal to 1 for π polarisation and to cos(2θB)
for σ polarisation, in agreement with the classical approach.
The probability of transition per unit time from the initial to the final states (11.21)

wfi =
2π

h̄
|〈Ψf |HI |Ψi〉|2 g(Ef ) (11.55)

is proportional to the density of final states available to the scattered photon within the angular
acceptance ∆Ω of the detector. The number of available states for a photon of given polarisation
ε̂′ is

dN =
V

8π3
k2 dk∆Ω = g(Ef ) dEf , (11.56)

whence

g(Ef ) =
V

8π3

ω2

h̄c3
∆Ω (11.57)

so that

wfi =
c

V

(
e2

4πε0c2m

)2

(ε̂ · ε̂′)2 |f0( ~K,Z)|2 ∆Ω . (11.58)

In the cubic box normalisation condition, the one-photon flux is Φin = c/V , so that the intrinsic
cross section for elastic scattering from an atom is(

dσ

dΩ

)
0

=
wfi
Φin

1

∆Ω
= r2

e (ε̂ · ε̂′)2 |f0( ~K,Z)|2 , (11.59)

in agreement with the classical result.

11.4.2 Limits of the Thomson theory for X-ray scattering
Once the distribution of electronic charge is allowed for, the classical Thomson theory is valid,
unless:

1. electrons are so weakly bound that X-rays can undergo inelastic Compton scattering,
2. the X-ray energy is in the vicinity of the binding energy of some electrons, and X-rays undergo

resonant scattering.

In the following, we consider only the first point (Compton effect).

Compton scattering

A perfectly free electron hit by a photon gives rise to Compton scattering. From the equation
for energy and linear momentum conservation of the system (photon+electron), one can find the
variation of the photon wavelength

∆λ = λout − λin =
h

mec
(1− cos 2θB) = λc (1− cos 2θB) , (11.60)

where λc = 0.02426Å is the (constant) Compton wavelength.

- In the forward direction, say for θB = 0, there is no wavelength modification, ∆λ = 0: the
scattering is elastic (unmodified Thomson scattering).

- For θB 6= 0, the wavelength is modified, ∆λ > 0; the scattering is inelastic (modified Comtpon
scattering); the shift ∆λ depends on the scattering angle but does not depend on λin.

The energy lost by a photon undergoing Compton scattering,

∆Ecom = h̄ωin − h̄ωout ' h̄ωin
∆λ

λin
, (11.61)

is gained by the recoiling electron, and increases when the scattering angle increases.
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Figure 11.8: Contributions of Thomson (unmodified, elastic) and Compton (modified, inelastic)
scattering to the scattering intensities for Hydrogen (left), Silicon (centre) and Germanium (right).

Modified versus unmodified scattering

The statistical balance between modified (Compton) and unmodified (Thomson) scattering from
an atomic electron is given by the relation between the binding energy Eb of the electron and
∆Ecom:

- if ∆Ecom > Eb, modified Compton scattering prevails,
- if ∆Ecom < Eb, unmodified Thomson scattering prevails.

Example: With reference to the two plots of Fig. 11.6, let us evaluate the energy lost by Compton
scattering ∆Ecom for the Bragg angle θB = 20◦ (scattering angle 2θB = 40◦), for the two
X-rays wavelengths corresponding to the Cu and Mo Kα lines. In both cases, ∆λ = 0.0057 Å.
The values of ∆Ecom are shown in the last column of Table 11.1 at page 262. They should
be compared with the binding energy Eb = 13.6 eV. From the two plots of Fig. 11.6 one can
evaluate the relative weights of unmodified and modified scattering.

A quantitative evaluation of the relative weights of modified and unmodified scattering can be
obtained by refined quantum mechanical calculations.
One finds that for one electron (see Fig. 11.8, left):

a) the total scattered intensity in electronic units (modified plus unmodified) is Itot = 1

Itot(K) = Imod(K) + Iunmod(K) =
[
1− f2

0 (K)
]

+ f2
0 (K) = 1 ; (11.62)

b) the modified (Compton) intensity is the complement to 1 of the unmodified intensity, Ie,mod =
1− f2

0 ; it is zero for θ = 0, and progressively increases when K increases.

Let us now consider an atom containing Z electrons (in Fig. 11.8, centre and right). The contri-
butions of the different electrons have to be summed up, but different procedures have to be used
for modified and unmodified scattering.

a) Unmodified scattering. The unmodified scattering from the different electrons is coherent,
and gives rise to interference (there is no way of determining which one of the atomic elec-
trons scatters an X-ray photon).
The scattering amplitudes of different electrons are first summed up, to give the atomic scat-
tering factor f0(K,Z). The intensity is the squared modulus of the sum of amplitudes. The
maximum value of the total intensity is Z2 for K = 0 (see eq. 11.43 with K = 0).

b) Modified Compton scattering. The scattering contributions of different electrons are incoher-
ent (in principle, it is possible to determine which one of the atomic electrons scatters an
X-ray photon and is ejected from the atom).
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The intensities (not the amplitudes) have to be summed up. The maximum value of the total
intensity for modified scattering is Z for K →∞. The modified intensity can be calculated
from the knowledge of the scattering factors for unmodified scattering from the different
electrons:

Imod(K) = Z −
Z∑
i=1

|fi( ~K)|2 (11.63)

As a consequence, when the atomic number Z increases, the Thomson effect becomes progressively
predominant over the Compton effect. The Compton effect can be relevant only at high K values.

11.5 X-rays, electrons and thermal neutrons
The approach depicted above for the scattering of X-rays from atoms can be generalised to the
scattering of neutrons and electrons. The interaction mechanisms are different for the three probes,
and the intrinsic cross sections are different accordingly.

11.5.1 Intrinsic scattering cross section for X-rays
The interaction of X-rays with matter can be treated at different levels of approximation (classical,
semi-classical, quantistic). One always finds that the intrinsic cross section for the interaction of
an unpolarised X-ray beam with a point-like electron is(

dσ

dΩ

)
0

= r2
e

(
1 + cos2(2θB)

2

)
, (11.64)

where re = 2.8×10−5 Å is the Thomson scattering length. The intrinsic Thomson scattering cross
section from one point-like electron doesn’t depend on the X-ray wavelength, and depends on the
scattering angle ϑ = 2θB only through the polarisation factor.
The intrinsic X-rays cross section from an atom (with spherical symmetry) is(

dσ

dΩ

)
0

= r2
e |f0(K,Z)|2

(
1 + cos2(2θB)

2

)
, (11.65)

where f0(K,Z) is the atomic scattering factor for X-rays.
For a meaningful comparison with electrons and neutrons, it is convenient to introduce the atomic
scattering length for X-rays

fX(K,Z) = ref0(K,Z) . (11.66)

The X-ray atomic scattering length for germanium is shown in the lower panel of Fig. 11.9.

11.5.2 Intrinsic cross section for electrons
Electrons are scattered by the Coulomb potential generated by both the positive nuclear charge
and the negative electron charge of the atoms. According to (11.10), the intrinsic cross section for
elastic scattering of electrons from atoms is the squared modulus of the scattering amplitude:(

dσ

dΩ

)
0,el

= |fel( ~K,Z)|2 . (11.67)

Within the Born approximation for scattering from a central potential Φ(r), the scattering ampli-
tude is

fel( ~K,Z) ∝
∫

Φ(r) ei
~K·~rdV . (11.68)

The formal similarity with (11.46) is evident: the atomic scattering amplitude for electrons is the
Fourier transform of the interaction potential, as the atomic scattering amplitude for X-rays is the
Fourier transform of the electron density.
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In the following we consider only spherically symmetric potentials Φ(r) (see also § 11.10.5).
The electrostatic potential Φ(r) is connected to the charge density ρ(r) by the Poisson equation

∇2Φ(r) = − 1

ε0
[ ρ+(r)− ρ−(r) ] . (11.69)

In order to find a convenient expression for the atomic scattering amplitude for electrons, let us
re-express the three terms of (11.69) as Fourier back-transforms.

1. Inverting (11.68), the potential Φ(r) can be expressed as the Fourier back-transform of the
electron scattering amplitude fel(K,Z); the laplacian is

∇2Φ(r) ∝ −
∫
K2 fel(K,Z) e−iKrdK . (11.70)

2. The positive nuclear charge can be expressed as

ρ+(r) = Z δ(r) ∝
∫
Z e−iKrdK (11.71)

3. The negative electron charge can be expressed as the Fourier back-transform of the X-ray
scattering factor f0(K,Z)

ρ−(r) ∝
∫

f0(K,Z) e−iKrdK (11.72)

By inserting (11.70), (11.71) and (11.72) into the Poisson equation (11.69) and considering the
arguments of the integrals, one finds the Mott-Bethe formula for the electron scattering amplitude:

fel(K,Z) =
me2

2πh̄2ε0

Z − f0(K,Z)

K2
. (11.73)

In Fig. 11.9 the scattering amplitude (or scattering length) for electrons is compared with the
scattering length for X-rays; the scattering length is much stronger and the intensity is more
forward peaked for electrons than for X-rays.
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11.5.3 Intrinsic cross section for thermal neutrons

Thermal neutrons are scattered by matter via two mechanisms, of approximately comparable
strength.

1. Thermal neutrons are scattered by atomic nuclei. Contrary to the case of the Thomson theory
for X-rays, there is no approximate classical model that accounts for nuclear scattering, and
the quantum treatment of the strong nuclear interaction can be only very approximate.
The strong nuclear interaction responsible for neutron scattering has a very short range, of
the order of a few 10−5 Å, much shorter than the wavelength of thermal neutrons. As a con-
sequence, neutron scattering from a single nucleus is isotropic. The situation is reminiscent
of X-ray scattering by point-like electrons.

2. The neutron spin can interact with the unpaired electrons of magnetic atoms. This kind
of interaction is possible only for systems where magnetic atoms are present, and gives
information on the magnetic structure of matter.
Since the magnetic interaction involves the electron cloud, magnetic neutron scattering is
anisotropic like X-ray scattering from atoms.

Let us consider here only the elastic scattering of thermal neutrons from the nuclei of non-magnetic
materials (case 1).
The interaction of thermal neutrons with the nuclei is described by the Fermi pseudo-potential

V (~r) ∝ b δ(~r) , (11.74)

where b is a constant. Making again use of the Born approximation, one finds that the scattering
length for thermal neutrons is

fn = b . (11.75)

The strength of the interaction between neutrons and the different nuclei is measured by the
constant scattering length b, which is independent of the scattering vector ~K.
Contrary to the X-ray and electron scattering lengths, the neutron scattering length b has no
regular dependence on the atomic number Z. Besides, the scattering length b can be dramatically
different for different isotopes of the same atomic species (Table 11.2).
Since different isotopes of the same atomic species are randomly distributed within the material,
the intensity of coherent neutron scattering from an aggregate of atoms is proportional to the
average value of the square of the scattering length

〈bibj〉 = 〈b2〉 = b2coh , (11.76)

where i and j label two atomic sites (including the case i = j), so that(
dσ

dΩ

)
0,n

= b2coh . (11.77)

The scattering length of neutrons is compared in Fig. 11.9 with the scattering lengths of electrons
and X-rays for the case of germanium.

11.5.4 Comparisons

1. The diffraction of X-rays and electrons can give information on the electron density inside
matter, neutron diffraction is sensitive only to the nuclear positions.
If the calculated electronic densities of single atoms are subtracted from the electronic den-
sity of an atomic aggregate determined by X-ray diffraction, one can evaluate the electronic
densities in the regions between atoms, and get information on the nature of the chemical
bonds.
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Table 11.2: Some examples of neutron scattering lengths. Positive value correspond to a π phase
change on scattering, negative values to no phase change.

Isotope Z A b (10−15 m) Isotope Z A b (10−15 m)
Hydrogen 1 1 -3.74 28Si 14 28 +4.11
Deuterium 1 2 +6.67 70Ge 32 70 +8.4
Tritium 1 3 +4.94 139La 57 139 +8.2

197Au 79 197 +7.63

2. The interaction of electrons with atoms is much stronger than the interaction of X-rays and
neutrons (see the vertical scales in Fig. 11.9). Considerations on the interaction strength:

a) The weaker the interaction, the higher is the penetrating power. Electrons have a small
penetrating power; neutrons are more penetrating than X-rays. This property reflects
on the size of the samples that can be studied. To increase the penetrating power of
electrons, high energy (small wavelength) is used.

b) Diffraction can be interpreted by the kinematic theory (each beam is scattered only once
inside matter) only if the interaction is sufficiently weak with respect to the sample size.
For X-rays, the kinematic theory is suitable for powders and mosaic crystals, where the
size of the coherent scattering regions are of the order of the micrometer. For electrons
of 50-100 keV, the kinematical theory is suitable for samples of 100-300Å size.

3. X-ray diffraction is strongly and monotonically dependent on the atomic number Z. Electron
diffraction is less strongly dependent on Z. Neutron diffraction randomly depends on atomic
and mass number of isotopes.

4. Different types of interaction are generally present, in addition to elastic scattering, such
as inelastic scattering and absorption. Photoelectric absorption is particularly strong in the
case of X-rays, and gives the most important contribution to the beam attenuation.

When a unified treatment of scattering from atomic aggregates is sought, it is convenient to express
the strength of the interaction with an atom in terms of an atomic factor fa(K) (whose dimension
is length) for all probes. For a given atomic species, the atomic factor is different for different
probes.
For X-rays

fa(K) = fX = re f0(K) (11.78)

For electrons

fa(K) = fel =
me2

2πh̄2ε0

Z − f0(K)

K2
(11.79)

For neutrons
fa = fn = bcoh (11.80)

Once the peculiarities of a given probe are taken into account by the atomic factor fa, one can
calculate the diffraction effects due to scattering from aggregates of atoms by the same procedure
for the different probes (see below).

11.5.5 Temperature effects

The amplitude of atomic vibrations is finite even at zero temperature (zero point energy) and
increases when temperature increases. Atomic vibrations are accounted for by a probability density
w(~r) of finding the atomic nucleus at the position ~r with respect to the equilibrium position.
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Within the adiabatic approximation, the displacement of a nucleus is accompanied by the displace-
ment of the electronic cloud without appreciable delay: for each instantaneous position the nucleus
is surrounded by the same electron distribution.
The electron density ρ(~r) of a static atom has to be replaced by the average electron cloud of a
vibrating atom ρT (~r), which is the convolution of ρ(~r) and w(~r):

ρT (~r) = ρ(~r) ∗ w(~r) =

∫
ρ(~r − ~r ′)w(~r ′) dV~r ′ . (11.81)

Even the point-like picture of static nuclei is substituted by the probability density w(~r).
Let us now consider the situation in the reciprocal space.
The Fourier transform of the probability density w(~r) is the thermal factor

fT ( ~K) =

∫
w(~r) exp(i ~K · ~r) dV . (11.82)

According to the convolution theorem (see § 2.4), the atomic factors fa (11.78)–(11.80) are sub-
stituted by atomic thermal factors faT , product of the atomic factors fa and the thermal factors
fT :

faT ( ~K) = fa( ~K) fT ( ~K) . (11.83)

The enlargement of the electron cloud due to vibrational motion influences the scattering of X-rays
and of electrons. For neutrons, the constant scattering length b is substituted by faT ( ~K) = b fT ( ~K).
The vibrational atomic displacement is conventionally named ~u.
For isotropic harmonic vibrations, the probability density w(u) has the simple gaussian form

w(u) =
1

[2π〈u2〉]3/2
exp

[
− u2

2〈u2〉

]
, (11.84)

where 〈u2〉 is the variance of the distribution of atomic displacements. Correspondingly, the thermal
factor fT only depends on the magnitude K of the scattering vector and has a gaussian shape:

fT (K) = exp[−K2 〈u2〉/2] . (11.85)

Problem: The atomic factors for X-rays, electrons and neutrons are shown in Fig. 11.9 for the case
of germanium. Depict qualitatively the modification induced by the thermal factor.

11.6 Elastic scattering from atomic aggregates

Let us now consider the scattering from atomic aggregates. For concreteness, we follow the for-
malism for X-ray scattering, based on the amplitude expressed in atomic units. The adaptation to
the other probes is trivial.
To calculate the amplitude of X-ray scattering from a set of N atoms, we use the same formal
expression (11.41), where single electrons are now substituted by atoms; the electronic structure of
atoms and the effect of thermal vibrations are globally taken into account by the atomic thermal
factor fm = f0 fT in electronic units. The scattering amplitude is

Ae.u.( ~K) =

N∑
m=1

fm( ~K) ei ~K·~Rm (11.86)

where m labels the atoms and ~Rm are the equilibrium positions.
If the system is monatomic, all the atomic scattering factors are equal. If not, different atomic
scattering factors have to be considered for different atomic species. Heavier atoms give a stronger
contribution to the X-ray scattering amplitude.
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The scattered intensity is

Ie.u.( ~K) = |Ae.u.( ~K)|2 =

N∑
m=1

N∑
n=1

fm( ~K) f∗n( ~K) ei ~K·~Rmn (11.87)

where ~Rmn = ~Rm − ~Rn is the distance between atom m and atom n (note that also the terms
m = n are included).
Eq. (11.87) has general validity, for any aggregate of atoms.
Example: Planar distribution of N atoms of the same species.

For atoms of the same species all scattering factors are equal, f( ~K). In analogy with (11.43)
for point-like electron scattering, eq. (11.87) for atoms can be elaborated as

Ie.u.( ~K) = N |f( ~K)|2 + |f( ~K)|2
∑
m

∑
n 6=m

cos( ~K · ~Rmn) , (11.88)

where the first term on the right-hand side is the effect of independent scattering from N
atoms, the sum of the remaining N(N − 1) terms is the effect of interference.
If the N atoms are arranged in a plane (two dimensional sheet), the interference contribution
is maximum when ~K is perpendicular to the plane (specular reflection).

Different types of atomic aggregates

Depending on the different types of atomic aggregate, (11.87), different approaches have been
developed:

1. An approach useful for samples made by a large number of randomly oriented systems of rela-
tively small size: molecular gases, nanoclusters, sometimes also crystalline powders (§ 11.6.1).
The relative atomic positions can be exactly defined within a single system (molecule, cluster,
crystallite), but each system is randomly oriented with respect to the others. This approach
leads to the so-called Debye formula.

2. An approach useful for liquids and-non crystalline systems (§ 11.6.2), where the structure is
statistically described in terms of a one-dimensional pair distribution function (§ 2.6).

3. An approach specifically devised for crystalline systems, whose structure can be considered
as the convolution of a lattice function and a basis function (§ 11.6.3). This approach leads to
the well known Laue (or Bragg or Ewald) interference conditions and to the structure factor.

11.6.1 Elastic scattering from molecules
Equation (11.87) can be developed by separating the terms m = n from the terms m 6= n:

Ie.u.( ~K) =
∑
m

f2
m(K) +

∑
m

∑
n 6=m

fm(K) fn(K) ei
~K·~Rmn . (11.89)

(We consider here spherically symmetric atoms with real scattering factors, which only depend on
the magnitude K).
The sums in (11.89) are over the atoms of a single molecule.

1. The first sum on the right hand side of (11.89) is the independent contribution of the N
atoms of the molecule. For a molecule containing only one atomic species, at K = 0 the first
sum is NZ2. This contribution decreases monotonically when K increases, according to the
behaviour of the squared scattering factor f2

m(K).
2. The second sum over the N(N − 1) pairs of atoms gives rise to interference patterns, that

appear as oscillations around the smooth independent contribution. The interference patterns
contain the structural information (basically, information on inter-atomic distances Rmn).
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Figure 11.10: Left: function sin(KR)/KR for two different values of R. Right: elastic scattering
intensity calculated according to (11.93) for an hypothetical tetrahedral molecule of Ge atoms.
The continuous line is for an interatomic distance R=2.5Å, the dashed line is for R=1.5Å. The
dotted line gives the independent terms contribution, equal to 4|f( ~K)|2.

When dealing with a randomly oriented molecule (or a nano-cluster or a crystallite), the expression
(11.89) can be simplified by averaging over all possible orientations of the interatomic distances
~Rmn and their projections on the scattering vector:

Ie.u.(K) =
∑
m

f2
m(K) +

∑
m

∑
n 6=m

fm(K) fn(K)
〈
ei ~K·~Rmn

〉
. (11.90)

If one assumes spherical symmetry of the orientation of the vectors ~Rmn, one gets (§ 11.10.6)

〈
ei ~K·~Rmn

〉
=

sin(KRmn)

KRmn
, (11.91)

so that one can arrive to the Debye formula for one molecule

Ie.u.(K) =
∑
m

f2
m(K) +

∑
m

∑
n 6=m

fm(K) fn(K)
sin(KRmn)

KRmn
. (11.92)

The Debye formula can be applied to any randomly oriented system.
Eq. (11.92) gives the scattering intensity once the structure is known. The actual interest is
in the inverse process, say in the determination of the structure from the intensity of scattering
patterns Ie.u.(K). To that purpose, one can guess a structural model, calculate the expected
intensities through (11.92), compare with the experimental intensities and progressively refine the
model until the best agreement is obtained. For large systems, such as a crystallite in a crystalline
powder, such a procedure is still quite prohibitive in terms of computer time, because of the huge
number of terms to be summed up.

Note that the Debye formula only gives one-dimensional information (on the magnitude, not on the
direction, of distances) and directly connects the structural information to the scattering intensity,
not to the amplitude. No three-dimensional information can be obtained.

Problem: Plot the function sin(KR)/KR against KR and verify its damped oscillating behaviour.
The function is zero for KR = nπ. Plot sin(KR)/KR against K for different values of R and
verify that the frequency of the damped oscillations increases when R increases (see Fig. 11.10,
left).
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Debye formula for a monatomic molecule

If the N atoms of the molecule are equal, the Debye formula (11.92) becomes

Ie.u.(K) = f2(K)

N +
∑
m

∑
n 6=m

sin(KRmn)

KRmn

 . (11.93)

The right panel of Fig. 11.10 refers to the hypothetical case of a randomly oriented tetrahedral Ge4

molecule, where only one value of interatomic distance is present. The calculated contributions
to elastic scattering are shown: the frequency of the damped oscillations is proportional to the
interatomic distance.

Further considerations

1. The cross section for elastic scattering form one molecule is r2
e Ie.u.(K), where re = 1.6 ×

10−5 Å2. In an experimental spectrum, the inelastic Compton contribution is added to the
elastic contributions; the Compton contribution increases with the scattering vector K. The
relative importance of Compton scattering is stronger for lighter elements (see Fig. 11.8).
The calculated Compton contribution has to be subtracted from the experimental signal be-
fore analysing it in terms of elastic scattering.

2. The total measured intensity is the sum of the intensities scattered by the single molecules
(scattering by different molecules is incoherent). The intensity for one molecule, given by
(11.93), is multiplied by the number N of molecules encountered by the X-ray beam.

3. For most molecules, a number of different distances are present and the interference function
is a superposition of oscillating functions of different frequencies.

4. The accuracy of structural determinations is increased by increasing the extent of experi-
mental information, e.g. by increasing the range of K values. The maximum value of the
scattering vector Kmax = 4π/λ can be increased only by reducing the wavelength. Syn-
chrotron Radiation sources, thanks to high intensity and the continuum spectrum, allow the
choice of shorter wavelengths with respect to laboratory sources. When K increases, how-
ever, the scattering length faT (K) decreases. In many cases it can be more convenient to
resort to thermal neutrons, whose scattering length only depends on K through the thermal
factor.

11.6.2 Elastic scattering from non-crystalline systems

The application of the Debye formula to liquids or amorphous solids is impracticable: the structure
of non-crystalline condensed phases cannot be specified in terms of all the atomic positions. As it
was shown in § 2.6, the structure of non-crystalline condensed phases is statistically characterised
in terms of a radial distribution function R(r) or, equivalently, of a pair distribution function g(r)
(Fig. 2.16)

R(r) = 4πr2 ρ0 g(r) , (11.94)

where ρ0 is the average atomic number density. The information contained in R(r) and g(r) is
purely unidimensional.
In order to establish a viable connection between the results of X-ray scattering experiments and
the structure described by the pair distribution function, a suitable formalism has been developed.
For simplicity, we consider here only monatomic systems and spherically symmetric atoms.

Equation (11.89) for molecules is modified by considering only one atomic species and by sub-
stituting the last sum

∑
m6=n with an integral over the distribution ρm(~rmn) of the interatomic
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Figure 11.11: X-ray scattering from non-crystalline silica (a-SiO2). Top panels: experimental
spectra; bottom panels: interference functions K i(K). The left and right panels refer to mea-
surements performed with different wavelengths and different resolutions (laboratory Mo tube and
Synchrotron Radiation, respectively).

distances from a given central atom m to all other atoms:

Ie.u.( ~K) = N f2(K) + f2(K)
∑
m

∫
V

ρm(~rmn) ei
~K·~rmn dVn . (11.95)

The sought structural information is represented by the oscillations of the distribution ρm(~rmn)
around the average value ρ0, so it is convenient to evidence these oscillations by splitting the
integral in (11.95) as the sum of two integrals

Ie.u.( ~K) = N f2(K) + f2(K)
∑
m

∫
V

[ρm(~rmn)− ρ0] ei
~K·~rmn dVn (11.96)

+ f2(K)
∑
m

∫
V

ρ0 e
i ~K·~rmn dVn . (11.97)

a) Only the first two terms on the right-hand side of (11.97) are considered when studying the
structure of non-crystalline systems at the atomic level. The first term is the contribution
of independent scattering from the N atoms of the system. The second term contains the
Fourier transform of the oscillations of ρm(~rmn) around the average value ρ0, say the Fourier
transform of the sought structural information. We expect that the oscillations of ρm(~rmn)
damp out rapidly when rmn increases.

b) The third term is the Fourier transform of the average density ρ0, which is a constant quantity,
at least at the length scale of the fluctuations of ρm(~rmn). The third term gives rise to
a narrow peak near the origin, typically for K ≤ 0.02Å−1. The analysis of the possible
structures superimposed on this peak gives information on the long-range fluctuations of the
average density ρ0, typically over lengths of the order of 100Å (the related technique is called
SAXS, small angle X-ray scattering technique).

Let us focus on the first two terms on the right-hand side of (11.97). After averaging over the
central atom m and considering spherical symmetry, one gets:

Ie.u.(K) = N f2(K) + N f2(K)

∫ ∞
0

[ρ(r)− ρ0] 4πr2 sin(Kr)

Kr
dr . (11.98)



11. Structural probes 275

0

20

40

60

80

0 2 4 6 8 10

RD
F 

(a
rb

. u
.)

R (Å)

a-SiO2
(Mo: !=0.715 Å)

0 2 4 6 8 10
R (Å)

a-SiO2
(Syn.Rad.: !=0.476 Å)
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Experimental signals measured for SiO2 with a laboratory source and with a Synchrotron Radiation
source are shown in the top panels of Fig. 11.11.
From the experimental signal, once the Compton contribution has been subtracted, one can directly
obtain the static scattering function (or static structure function) S(K) defined in (11.8):

S(K) =
Ie.u.(K)

N f2(K)
= 1 +

∫ ∞
0

[ρ(r)− ρ0] 4πr2 sin(Kr)

Kr
dr . (11.99)

Alternatively, one considers the interference function

i(K) =
Ie.u./N − f2(K)

f2(K)
=

∫ ∞
0

[ρ(r)− ρ0] 4πr2 sin(Kr)

Kr
dr . (11.100)

Examples of interference functions are given in the bottom panels of Fig. 11.11.
Since ρ(r) = ρ0g(r), the interference function i(K) and the pair distribution function g(r) are
connected by the Fourier sin-transforms:

K i(K) = 4πρ0

∫ ∞
0

[g(r)− 1] r sin(Kr) dr , (11.101)

g(r)− 1 =
1

2π2 r ρ0

∫ ∞
0

i(K) sin(Kr)K dK . (11.102)

Once the g(r) has been obtained, one can thus reconstruct the radial distribution functions R(r) =
4πr2ρ0g(r). Examples of radial distribution functions for SiO2 are given in Fig. 11.12.

11.6.3 Elastic scattering from crystals
A crystal structure is the convolution of a lattice function and a basis function (§ 2.4):

S(~r) = L(~r) ∗ F (~r) =
∑

~T
F (~r − ~T ) . (11.103)

The lattice function is

L(~r) =
∑

~T
δ(~r − ~T ) , ~T = n1~a1 + n2~a2 + n3~a3 . (11.104)

For the interpretation of elastic scattering patterns it is convenient to refer to the conventional
unit cells, which can contain more than one Bravais lattice point, and generally exhibit a larger
number of symmetry elements than the primitive cells. The translation vector ~T in (11.104) labels
the conventional unit cells.
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The basis function can be formally expressed, for a monatomic system, as

F (~r) = ρT (~r) ∗
∑

α
δ(~r − ~Rα) (11.105)

where the sum is over all the atoms forming the basis and ρT (~r) = ρ(~r) ∗ w(~r) is the electron
density for one atom defined in (11.81), which includes the effect of atomic vibrations.

Scattering amplitude

The amplitude of scattering (11.86) can be written as the Fourier transform of the function S(~r):

Ae.u.( ~K) = F [S(~r)] =

∫
S(~r) ei

~K·~r d~r (11.106)

and, according to the convolution theorem,

F [S(~r)] = F [L(~r)] × F [F (~r)] . (11.107)

One can easily verify that the intensity Ie.u.( ~K) = |Ae.u.( ~K)|2 is the Fourier transform of the
autocorrelation function of S(~r).
Let us now separately consider first the Fourier transform of the lattice function, then the Fourier
transform of the basis function.

Fourier transform of the lattice function

The scattering amplitude factor due to the lattice is the Fourier transform of the lattice function.
For a finite crystal (see § 3.1 and 3.2) the scattering amplitude is

Ae.u.( ~K) = F [L(~r)] =
∑

~T
ei
~K·~T (11.108)

and the scattering intensity is (see § 11.10.7 for mathematical details)

Ie.u.( ~K) = |F [L(~r)]|2 =
∣∣∣∑

~T
ei
~K·~T
∣∣∣2

=
sin2(N1

~K · ~a1/2)

sin2( ~K · ~a1/2)
× sin2(N2

~K · ~a2/2)

sin2( ~K · ~a2/2)
× sin2(N3

~K · ~a3/2)

sin2( ~K · ~a3/2)
(11.109)

where Ni is the number of cells along the i-th direction and ~ai the corresponding lattice parameter.
The righ-hand side of (11.109) is the Laue interference function. One can easily verify that the
function

sin2(N ~K · ~ai/2)

sin2( ~K · ~ai/2)
(11.110)

has the value N2 for ~K ·~ai/2 = niπ, where ni is an integer number (Fig. 11.13). When N is large,
the function is nearly zero for ~K · ~ai/2 6= niπ.

Conditions for diffraction

For an infinite crystal, the Fourier transform of the lattice function (§ 3.2 ) is

F [L(~r)] =
1

V

∑
~G
δ( ~K − ~G), (11.111)

where ~G is a vector of the reciprocal space.
For an infinite crystal the intensity of the scattered beam is different from zero only if the following
condition (the Ewald condition) is satisfied:

~K = ~G , (11.112)
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Figure 11.13: Laue function for N=5 and N=80.

say when the scattering vector ~K = ~kout − ~kin corresponds to a vector ~G of the reciprocal lattice
of the crystal.
Expressing the reciprocal lattice vector in terms of the primitive vectors of the reciprocal space,
~G = m1

~b1 +m2
~b2 +m3

~b3 and remembering the relations between primitive vectors of the real and
reciprocal spaces, it is easy to verify that the Ewald condition (11.112) corresponds to the so-called
Laue condition

~K · ~a1 = 2π h
~K · ~a2 = 2π k
~K · ~a3 = 2π `

 (h, k, ` integer) (11.113)

which defines the values of ~K corresponding to the maxima of the Laue interference function.
For a perfectly monochromatic and collimated beam impinging along a fixed direction on a single
crystal with a given orientation, the Ewald or Laue conditions are generally not fulfilled.
To overcome this difficulty and obtain a number of diffracted beams suitably large to extract
structural information, one can use different experimental approaches, e.g.

- white beam instead of monochromatic beam (Laue method)
- rotation of the single crystal during the experiment (single crystal method)
- polycrystalline sample (powder method)

For any reciprocal lattice vector ~G, there is a family of lattice planes normal to ~G and separated
by a distance d, where 2π/d is the length of the shortest reciprocal lattice vector parallel to ~G.
Taking into account the expression for the magnitudes of ~K and ~G, the Ewald condition (11.112)
can be expressed as

K = 4π
sin θB
λ

= G = n
2π

d
, (11.114)

which leads to the well known Bragg condition for diffraction

2d sin θB = nλ (11.115)

where θ is the angle of incidence (between the incoming beam and the plane) and n is an integer.
Example 1: Suppose that the Bragg condition is satisfied for n = 1 by a family of planes (hkl) =

(311). This situation corresponds to a reciprocal lattice vector ~G1 perpendicular to the planes
(311) and of magnitude G1 = 2π/d311. Physically, the Bragg condition with n = 1 corresponds
to a path difference between the beams scattered by two adjacent planes of one wavelength.

Example 2: Suppose now that the Bragg condition is satisfied by the same family of planes, but with
n = 2. This corresponds to a reciprocal lattice vector ~G2 = 2~G1, again perpendicular to planes
(311), but with magnitude G2 = 2π/d622. This situation corresponds formally to a family of
planes at a distance d311/2. Physically, the Bragg condition with n = 2 corresponds to a path
difference between the beams scattered by two adjacent (311) planes of two wavelengths.
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Reciprocal space and Brillouin condition

The Bragg condition is completely cast into the direct space. The Laue conditon can be considered
from the viewpoint solely of the real space. The Ewald condiction establishes a connection between
direct and reciprocal space.
In Solid State Physics, when considering the scattering of the valence electrons by the ions of the
crystal lattice, it is useful to consider a further condition, the so called Brillouin condition, which
only refers to the reciprocal space.
Let us consider the incoming wavevector ~kin as a vector of the reciprocal space, with the origin at
the origin of the reciprocal space. Let us rewrite the Ewald condition as

~kout = ~kin − ~G . (11.116)

Notice that both ~kin and ~kout are vectors of the reciprocal space, but not vectors of the reciprocal
lattice. ~G is instead a vector of the reciprocal lattice.
Squaring (11.116) and taking into account that kin = kout = k, one obtains

k2 = k2 − 2~kin · ~G+G2 , (11.117)

say
~kin · Ĝ = G/2 (11.118)

where Ĝ is the unit vector in the direction of ~G.
Diffraction of valence electrons is thus possible if the tip of the wavevector ~kin lays on a plane of the
reciprocal space that bisects a reciprocal lattice vector. Such planes (of the reciprocal space!) are
called “Bragg planes”. The Bragg planes divide the reciprocal space into regions. The innermost
region is the Wigner-Seitz cell around the origin of the reciprocal space, which is called First
Brillouin zone.

The structure factor

Let us now come back to (11.107). The scattering amplitude factor due to the basis is the Fourier
transform of the basis function F (~r) and is called structure factor:

F ( ~K) =
∑
α

fα( ~K) ei
~K·~Rα , (11.119)

where fα is the scattering factor of atom α, including the thermal factor.
The sought information in diffraction experiments on crystals is generally the structure within the
unit cells (primitive or conventional). This information is contained in the basis functions F (~r) or,
equivalently, in the structure factor F ( ~K).
If the position vectors and the scattering vector are decomposed as

~Rα = x1α~a1 + x2α~a2 + x3α~a3 , ~K = ~G = h~b1 + k~b2 + ~̀b3 , (11.120)

the structure factor is expressed as

F ( ~K) =
∑
α

fα( ~K) exp[2πi(x1αh+ x2αk + x3α`)] . (11.121)

Global scattering intensity

The complete expression of the scattering intensity from a finite crystal is

Ie.u. =

3∏
s=1

sin2(Ns ~K · ~as/2)

sin2( ~K · ~as/2)
× |F ( ~K)|2 , (11.122)
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where the first factor depends on the geometric lattice, the second factor depends on the content
of the unit cell.
The structure factor F ( ~K) modulates the relative intensities of the diffracted beams. A diffraction
experiment samples the structure factor F ( ~K) only at the reciprocal lattice points ~K = ~G for which
the conditions for lattice diffraction are fulfilled. For these ~K values, the intensity is enhanced by
a factor proportional to the square of the number of lattice points.
The interference between waves scattered by different atoms of the same cell can give rise to
selection rules. For example, it is easy to verify that, for an fcc cell containing one atom per
Bravais lattice point (it is the case of Cu, Ag, Au):

F = 4f when h, k, ` are all even or all odd,
F = 0 when h, k, ` are mixed.

At last, notice again that we measure an intensity |F ( ~K)|2, so that information of the phase of
F ( ~K) is lost.

11.7 Temperature effects on diffraction peaks
Atomic vibrations have a remarkable effect on the intensity of diffraction peaks. In order to
maintain the notation as simple as possible, we eliminate the distinct label for cells and atoms
inside the cell. Atomic positions are labelled by one index, ~Rm.
If atoms were fixed at their equilibrium positions, the amplitude of X-rays scattering would be

Aeu( ~K) =

N∑
m=1

fm( ~K) ei
~K·~Rm (11.123)

where ~K is the scattering vector and fm( ~K) is the atomic scattering factor.
To take into account the effect of atomic vibrations, one substitutes ~Rm → ~Rm + ~um, where
~um is the instantaneous displacement of atom m, so that (11.123) becomes, for an instantaneous
configuration of atomic positions,

Aeu( ~K) =

N∑
m=1

fm( ~K) ei
~K·(~Rm+~um) . (11.124)

The connection between atomic displacements ~um and normal modes has been explored in Sections
7.2 and 7.4.
The measured intensity is the squared modulus of the amplitude (11.123) averaged over the atomic
displacements:

Ieu( ~K) =
∑
mn

fm( ~K) f∗n( ~K) ei
~K·~Rmn

〈
ei
~K·(~um−~un)

〉
. (11.125)

Let us now find a more interesting expression for the average 〈. . .〉 in (11.125). One can demonstrate
(see § 11.10.8) that for a gaussian distribution, such as the distribution of positions of a quantum
harmonic oscillator, 〈

eix
〉

= e−〈x
2〉/2 . (11.126)

As a consequence, the average of (11.125) can be rewritten as the product of three factors:〈
ei
~K·(~um−~un)

〉
= e−

1
2 〈[ ~K·(~um−~un)]2〉

= e−
1
2 〈[ ~K·~um]2〉 e−

1
2 〈[ ~K·~un]2〉 e〈(

~K·~um)( ~K·~un)〉 (11.127)

It is convenient to extract the magnitude of the scattering vector from the average, and rewrite
(11.127) as 〈

ei
~K·(~um−~un)

〉
= e−

1
2K

2〈[K̂·~um]2〉 e−
1
2K

2〈[K̂·~un]2〉 eK
2〈(K̂·~um)(K̂·~un)〉 . (11.128)
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1. The first two factors in (11.128) depend on the independent atomic oscillations along the
direction of the scattering vector K̂.
It is easy to recognise that the average values correspond to the mean square displacements
MSD considered in § 7.4: 〈[K̂ · ~un]2〉 = 〈u2

α(κ)〉, where the direction α corresponds to the
direction K̂ of the scattering vector.
The temperature dependence of the MSD has been studied in § 7.4.

2. The last factor in (11.128) depends on the correlation of motion of atom m and atom n. The
correlation rapidly reduces when the distance increases, so the contribution of this term is
quite weak when summed over all atomic positions.
It is convenient to expand the last factor in (11.128) as

eK
2〈(K̂·~um)(K̂·~un)〉 ' 1 +K2〈(K̂ · ~um)(K̂ · ~un)〉+ . . . . (11.129)

Making use of the expansion (11.129), the intensity (11.125) can be rewritten as a sum of terms
of decreasing importance.

Ieu( ~K) =
∑
mn

fm( ~K)e−
1
2K

2〈(K̂·~um)2〉 f∗n( ~K)e−
1
2K

2〈(K̂·~un)2〉 ei
~K·~Rmn

+
∑
mn

fm( ~K)e−
1
2K

2〈(K̂·~um)2〉 f∗n( ~K)e−
1
2K

2〈(K̂·~un)2〉 ei
~K·~RmnK2〈(K̂ · ~um)(K̂ · ~un)〉

+ · · · . (11.130)

1. The first term in (11.130) is the most important. The sum gives the Laue interference
function and is responsible for the diffraction peaks (Chapter 11). The effect of temperature
is accounted for by multiplying each atomic scattering factor by a thermal factor

fm( ~K) → fm( ~K) e−
1
2K

2〈(K̂·~um)2〉 (11.131)

that corresponds to the thermal factor (11.82) introduced in Section 11.5.
The thermal effect induces a reduction of the intensity of Bragg peaks; the reduction is larger
for higher temperatures and for larger magnitudes of the scattering vector ~K.
For a monatomic Bravais crystal, the atomic scattering factors and the MSDs are equal for
all atoms, fm = fn and 〈(K̂ · ~um)2〉 = 〈(K̂ · ~un)2〉, so that each term of the sum contains the
their product

|fm( ~K)|2 e−K
2〈(K̂·~um)2〉 . (11.132)

The factor exp[−K2〈(K̂ · ~um]2〉) is called Debye-Waller factor.
2. In the second term of (11.130), the correlation factor K2〈(K̂ · ~um)(K̂ · ~un)〉 is important

only for neighbouring atoms, and progressively decreases when the inter-atomic distance
increases. The second term in (11.130) gives rise to the so called diffuse scattering, a low
intensity background of the diffraction spectra, slightly structured in correspondence of the
diffraction peaks generated by the first term.

As for the specific heat, also for the Debye-Waller factor the harmonic theory is sufficient to account
for the main properties. In general, anharmonicity effects are much less important.
Note 1: For non-monatomic crystals, thermal effects are different for different atoms. The difference

is accounted for by the magnitude of eigenvectors of the dynamical matrix.
Note 2: Thermal diffuse scattering contains information on the correlation of atomic vibrations.

For non monatomic crystals, it depends on the phase relationships bewteen eigenvectors of
the dynamical matrix.

Note 3: The knowledge of the lattice dynamical properties (eigenfrequencies and eigenvectors)
allows one to calculate the thermal factors of diffraction. Viceversa, one cannot recover the
full information on lattice dynamics from the thermal factors.
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Figure 11.14: Left: Cross section for photoelectric absorption (continuous line), elastic scattering
(dashed line) and Compton scattering (dotted line) for Germanium. Right: Fine structures at the
K absorption edge of Germanium

11.8 Extended X-ray Absorption Fine Structure (EXAFS)

Let us now introduce a structural probe that is based on the joint effect of photoelectric absorption
of an X-ray photon by an atom and scattering of the emitted photoelectron by other surrounding
atoms. EXAFS gives information on the short-range structure around selected atomic species.

11.8.1 Introduction

Photo-absorption versus scattering

The intensity Φ0 of an X-ray beam traversing a sample of thickness x is reduced according to the
exponential law

Φ = Φ0 exp[−µ(ω)x]. (11.133)

where the linear attenuation coefficient µ(ω) depends on the energy of X-ray photons and on the
sample composition and density. In the energy range between about 1 and 40 keV, two different
basic mechanisms contribute to the X-ray beam attenuation (fig. 11.14, right):

1. The dominant interaction is photo-electric absorption: one photon is absorbed from the beam
and an atom is ionized or excited.

2. The other interaction is scattering, which has been considered in previous Sections.

In the energy range from 1 to 40 keV, photo-electric absorption is dominant.

The X-ray absorption coefficient

Let us now consider only photo-electric absorption. When the energy h̄ω of X-ray photons increases,
the absorption coefficient µ(ω) progressively decreases. This smooth behavior is interrupted by
sharp discontinuities, the absorption edges (fig. 11.14), which originate when the photon energy
becomes high enough to extract an electron from a deeper level. The highest-energy absorption
edges, the K edges, correspond to the extraction of an electron from the deepest level (1s level).
Since the binding energies increase monotonically with the atomic number Z, an edge energy
corresponds to a well defined atomic species.
If the energy of the absorbed photon is larger than the binding energy, the electron (photo-electron)
is ejected from the atom. Above the edge, the absorption coefficient exhibits an oscillating struc-
ture. The structure extending from 30÷50 eV up to typically one thousand eV above the edge (fig.
11.14, right, is called EXAFS (Extended X-ray Absorption Fine Structure), and carries information
on the local geometric structure surrounding a given atomic species,
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hν

Figure 11.15: Schematic picture of the EXAFS phenomenon: the incoming X-ray photon (left),
the outgoing photo-electron spherical wave (centre), the final state superposition of outgoing and
backscattered spherical waves (right).

The EXAFS mechanism

The kinetic energy of the photo-electron is the difference between the photon energy h̄ω and the
core binding energy Eb. The outgoing photo-electron is described as a spherical wave, whose
wavelength λ decreases when the photon energy h̄ω increases (Fig. 11.15). If the absorber atom
is not isolated, the photo-electron can be back-scattered by neighboring atoms, giving rise to an
incoming spherical wave. The absorption coefficient µ(ω) depends, to first order, on the dipole
matrix element between the initial electron core state |ψi〉 and the photo-electron final state |ψf 〉,
which in turn is a superposition of the outgoing and the incoming spherical waves. The phase
relationship between outgoing and incoming waves depends on the photo-electron wavelength and
on the inter-atomic distance R. The variation of the phase relationship as a function of photon
energy h̄ω influences the final state amplitude at the core site, giving rise to a modulation of the
absorption coefficient. The frequency of the EXAFS oscillations depends on the distance between
absorber and back-scatterer atoms. Their amplitude is proportional to the number of back-scatterer
atoms.
Two main peculiarities characterize EXAFS:

1. the selectivity of atomic species, which is achieved by tuning the X-ray energy to the corre-
sponding absorption edge;

2. the insensitivity to long-range order, due to the short mean free path of the photo-electron,
typically limited to about 10 Å.

11.8.2 Formal treatment
Photoelectric absorption

The absorption coefficient µ(ω) depends on the atomic density n of the sample and on the proba-
bilities of transition per unit time wfi from the stationary initial ground state |Ψi〉 of the atom to
all the possible stationary final states |Ψf 〉:

µ(ω) =
2h̄

ε0ωA2
0c

n
∑

f
wfi , (11.134)

where A0 is the magnitude of the vector potential of the electromagnetic field,

~A(r) = A0 η̂ e
i~k·~r + c.c. (11.135)

Within the framework of the time dependent perturbation theory, the density of transition prob-
ability per unit time and energy interval is given by the golden rule

wfi =
2π

h̄

∣∣∣〈Ψf |ĤI |Ψi 〉
∣∣∣2 ρ(Ef ) δ(Ef − Ei − h̄ω) , (11.136)

where ĤI is the interaction hamiltonian for photoelectric absorption

ĤI =
e

m

∑
j
pj · ~A(~rj) , (11.137)
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ρ(Ef ) is the density of final continuum states and the sum is over all the electrons inside the atom.
The problem is simplified by a set of approximations.

1. One-electron approximation: only one core electron changes its state and the remaining N−1
passive electrons simply relax their orbitals around the core hole.

2. Electric dipole approximation: The exponential in (11.135) is approximated exp(i~k · ~r) ' 1.
3. Sudden approximation: in the EXAFS region, the photo-electron energy is high enough that

its interaction with the passive electrons can be neglected.

Within this set of approximations, the one-electron absorption coefficient is

µel(ω) ∝ | 〈ψi| η̂ · ~r |ψf 〉 |2 S2
0 ρ(εf ) (11.138)

where ψi and ψf are one-electron wavefunctions and S2
0 is the superposition integral of the passive

electrons wavefunctions, whose value is generally included between 0.7 and 0.9.
It is the final state ψf of eq. (11.138) that carries the sought structural information.

The EXAFS function

It is convenient to introduce the photo-electron wavevector k = (2π/λ):

k =

√
(2m/h̄2) εf =

√
(2m/h̄2) (h̄ω − Eb) (11.139)

where εf is the photoelectron energy and Eb is the core electron binding energy.
If the absorber atom is isolated (like in monatomic gases), the final state |ψ0

f 〉 is represented by an
outgoing wave.
In molecular gases and condensed systems, the photo-electron can interact with the surrounding
atoms and undergo scattering. The interaction causes a weak perturbation to the final state
|ψf 〉 = |ψ0

f + δψf 〉 and the absorption coefficient becomes

µ(ω) ∝
∣∣ 〈ψi| η̂ · r |ψ0

f + δψf 〉
∣∣2 . (11.140)

The EXAFS function is defined as the difference between the actual absorption coefficient µ and
the atomic absorption coefficient µ0, normalized to µ0:

χ(k) = (µ− µ0)/µ0 . (11.141)

Typical EXAFS functions are shown in Fig. 11.16. The EXAFS function is similar to the inter-
ference function i(K) encountered in § 11.6.2 when considering X-ray scattering from liquids and
non-crystalline solids. Due to the insensitivity of EXAFS to long range order, the EXAFS function
is very similar for crystalline and amorphous samples. Besides, the scattering vector of diffraction
experiments corresponds to twice the EXAFS photoelectron, K = 2k.

EXAFS for a two-atomic system

The simplest system consists of two atoms, an absorber one A and a back-scatterer one B; let R
be the distance between the two atoms and neglect any vibrations.
One can show that the EXAFS oscillations for an isotropic sample can be interpreted as

χ(k) =
1

kR2
Im
{
fB(k, π) e2iδ1 e2ikR

}
, (11.142)

where fB(k, π) is the complex amplitude of backscattering from atom B and δ1 is the phase-shift
due to the potential of atom A. By separating magnitude and phase of the complex backscattering
amplitude and grouping the phase terms,

fB(k, π) e2iδ1 = |fB(k, π)| eiφ, (11.143)
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Figure 11.16: EXAFS oscillations in amorphous (rleft) and crystalline (right) Germanium, mea-
sured at 77K.

one can write eq. (11.142) in the purely real form:

χ(k) =
1

kR2
|fB(k, π)| sin [2kR+ φ(k)] . (11.144)

Basically, the EXAFS signal has a sinusoidal behaviour in the k space, with frequency 2R propor-
tional to the inter-atomic distance. The phase of the sine function is perturbed by the phase-shift
φ(k), while the amplitude is modulated by |fB(k, π)|. The k dependence of backscattering ampli-
tudes and phaseshifts is different for different atomic species.

EXAFS for many-atomic systems

For a system composed of any number of atoms, the EXAFS function can be built up as the sum
of many two-atomic contributions, with different interatomic distances Ri from the absorber atom,
which can be grouped into coordination shells, each one containing Ns atoms of the same species
at the same distance Rs from the absorber atom:

χ(k) = (S2
0/k)

∑
j
(e−2Rj/λ/R2

j ) Im
{
fj(k, π) e2iδ1 e2ikRj

}
(11.145)

where two further factors have been introduce, to account for inelastic effects:

- Intrinsic inelastic effects, say multiple excitations within the absorber atom, give rise to a
reduction of the coherent EXAFS signal with respect to that expected for purely elastic
excitations, and are taken into account by the factor S2

0 , which typically amounts to 0.7÷0.9.
- Extrinsic inelastic effects are due to the inelastic interactions with other electrons outside
the absorber atom and are taken into account by a phenomenological mean free path factor
exp(−2Rjλ), λ ' 5÷15 Å, which contributes to the short-range sensitivity of EXAFS.

11.8.3 Disorder effects on EXAFS

The period of atomic vibrations ('10−12 s) is much larger than the photo-electron time of flight
(10−16÷ 10−15 s). An EXAFS spectrum samples a very large set of instantaneous atomic configu-
rations, corresponding to a distribution of instantaneous interatomic distances. The distribution of
interatomic distances can be further enlarged and modified by the presence of structural disorder.

EXAFS formula including disorder

Due to disorder, the distance between absorber and back-scatterer atoms varies according to a
probability distribution ρ(r), which can be considered as a partial radial distribution function, say
the radial distribution function relative to a given absorption species
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The EXAFS equation for one coordination shell becomes:

χs(k) = (S2
o/k) NsIm

{
fs(k, π) e2iδ1

∫ ∞
0

ρ(r) (e−2r/λ/r2) e2ikr dr

}
(11.146)

The EXAFS function is the imaginary part of the Fourier transform of the distance distribution,
weighted by the factor exp(−2r/λ)/r2.

Note: The probability distribution ρ(r) of (11.146) corresponds to the radial distribution function
R(r) introduced in § 2.6, and shouldn’t be confused with the density distribution of § 2.6 and
§ 11.6.2. The mismatch has historical origin.

The fundamental problem of EXAFS analysis is to recover the distribution ρ(r) from the experi-
mental spectrum χ(k). No exact solution can be given to this problem, because every experimental
spectrum has a finite extension, within the values kmin and kmax.
An approximate solution to the inversion problem from χ(k) to ρ(r) consists in hypothesizing
physically sound structural models and in fitting the parameters of their distributions ρ(r) to the
experimental EXAFS spectrum.

Parametrization of EXAFS formula

In the great majority of applications, the extent of disorder is sufficiently small to allow the
expression of the EXAFS formula in terms of a few standard parameters, which characterise the
position, width and shape of the distance distribution.
The EXAFS formula (11.146) can be expressed as

χs(k) =
S2
o

k
Ns |fs(k, π)| e

−2C1/λ

C2
1

e−2k2C2+2k4C4/3 ··· sin

[
2kC1 −

4k3C3

3
...+ φ(k)

]
, (11.147)

where the parameters Ci are called cumulants of the distribution. The cumulant C1 corresponds,
to within a correction factor, to the average value 〈r〉 of the distribution, C2 = σ2 is the variance
and C3 is a measure of the distribution asymmetry.

Summary

The following parameters can be obtained for each coordination shell:

- Coordination number, say number of atoms within the coordination shell.
- Average inter-atomic distance 〈r〉.
- Variance σ2 of the distribution of distances, which carries information on thermal and struc-
tural disorder. The exponential exp[−2k2σ2] is referred to as the EXAFS Debye-Waller
factor.

- Third cumulant, which measures the asymmetry of the distribution of distances.

This information can be obtained from EXAFS spectra, provided the “physical quantities” |f(k, π)|,
φ, S2

0 and λ are known. Two different approaches are possible: a) these quantities are experimen-
tally obtained from the EXAFS of a reference sample of known structure, b) they are calculated
ab initio.

11.8.4 Interpretation of EXAFS parameters

Let us now discuss the physical meaning of the parameters obtained from EXAFS. To this purpose,
it is convenient to focus the attention on the first coordination shell of a crystal and compare the
effect of thermal motion on the EXAFS signal and on the Bragg diffraction patterns.
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Figure 11.17: Effect of atomic vibra-
tions. Atomic thermal ellipsoids mea-
sured by Bragg diffraction (top) and
relative thermal ellipsoid sampled by
EXAFS (bottom); ~R is the distance be-
tween average atomic positions, and ~r
is the instantaneous distance.
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Effects of atomic thermal displacements

Let ~R be the equilibrium distance and ~ua and ~ub the instantaneous thermal displacements of the
absorber and back-scatterer atoms. The instantaneous distance is

~r = ~R+ ∆~u, (11.148)

where ∆~u = ~ub−~ua is the relative displacement of the two atoms. It is convenient to introduce the
projections of the relative displacement ∆~u parallel and perpendicular to the inter-atomic bond:

∆u‖ = ~̂R ·∆~u , ∆u2
⊥ = (∆u)2 −∆u2

‖ . (11.149)

Using eqs. (11.148) and (11.149), the scalar distance r is expressed as:

r ' R+ ∆u‖ + ∆u2
⊥/2R− [∆u‖∆u

2
⊥]/2R2. (11.150)

Average interatomic distance

In the harmonic approximation one can see that, to first order,

〈r〉 ' R + 〈∆u2
⊥〉/2R . (11.151)

Eq. (11.151) relates the average distance measured by EXAFS, 〈r〉 = 〈|~rb − ~ra|〉 (average bond
length) to the distance between average atomic positions R = |〈~rb〉 − 〈~ra〉| measured by Bragg
diffraction. The last term in eq. (11.151) is proportional to the Mean Square Relative Displacement
in direction normal to the bond direction 〈∆u2

⊥ 〉, which is always positive.
The average distance 〈r〉 is thus always larger than the crystallographic distance R; EXAFS and
diffraction give different and complementary information on the inter-atomic distance in crystals.
(In non-crystalline systems, EXAFS and diffraction are instead both sensitive to the average dis-
tance 〈r〉).

Parallel MSRD

The varianceσ2 = 〈(r − 〈r〉)2〉 of the distribution ρ(r) corresponds to the parallel Mean Square
Relative Displacement (MSRD) and can be calculated from eq. (11.150) as

σ2 ' 〈∆u2
‖〉 =

〈
[R̂ · (~ub − ~ua)]2

〉
(11.152)

Expanding the square in eq. (11.152), the parallel MSRD can be rewritten as

〈∆u2
‖〉 = 〈(R̂ · ~ub)2〉+ 〈(R̂ · ~ua)2〉 − 2 〈(R̂ · ~ub)(R̂ · ~ua)〉. (11.153)

The first two terms in eq. (11.153) are the independent Mean Square Displacements (MSD) of
absorber and back-scatterer atoms along the bond direction. They can be obtained from the
refinement of Bragg diffraction patterns. The third term in eq. (11.153), the Displacement Corre-
lation Function (DCF), depends on the correlation of atomic motions. The stronger the correlation,
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the larger is the DCF and the smaller is the parallel MSRD 〈∆u2
‖〉, say the second cumulant σ2.

The correlation term DCF decreases with increasing distance and vanishes for very large distances.
The sensitivity to correlation in crystals is peculiar to EXAFS: in diffraction experiments, as a con-
sequence of long-range averaging, the effect of short-range correlations is dispersed into thermal
diffuse scattering, and the Debye-Waller factor measures only the uncorrelated MSD. (In non-
crystalline systems, both EXAFS and diffraction are equally sensitive to correlation, and measure
the MSRD).

Perpendicular MSRD

The perpendicular MSRD 〈∆u2
⊥〉 cannot be directly obtained from experiment. It can however be

calculated by inverting eq. (11.151) if R is known from diffraction experiments.
For isotropic relative atomic displacements, one expects that 〈∆u2

⊥ 〉/2 = 〈∆u2
‖〉. Actually, one finds

that the ratio 〈∆u2
⊥ 〉/2〈∆u2

‖〉 is larger than one: the relative displacements of nearest-neighbouring
atoms are anisotropic, and correspond to disc-shaped relative thermal ellipsoids.

Bond thermal expansion

The temperature dependence of the average distance 〈r〉 corresponds to is thermal expansion. For
the first shell, it is the bond thermal expansion. Since the perpendicular MSRD 〈∆u2

⊥〉 increases
when the temperature increases, the thermal expansion of the average distance 〈r〉 measured by
EXAFS is larger than the thermal expansion of the crystallographic distance R measured by Bragg
diffraction.

11.9 Inelastic scattering

The dispersion curves can be measured by inelastic scattering of suitable probes, such as neutrons
or photons. Let us remember here that the differential scattering cross section can be expressed as

dσ

dΩ
=

(
dσ

dΩ

)
0

S( ~K) (11.154)

for elastic scattering, and
∂2σ

∂Ω ∂ω
=

(
dσ

dΩ

)
0

S( ~K, ω) (11.155)

for inelastic scattering, where the first factor on the right in both equations, (dσ/dΩ)0, is the
intrinsic cross section, different for photons and for neutrons.

As for the second factors on the right,

• the static scattering function S( ~K) contains information on the static structure;
• the dynamic scattering function S( ~K, ω) contains information on the collective excitations

of the crystal, such as normal modes of vibration.

11.9.1 Phonon scattering

Basic equations of scattering

Let

~kin and ωin be the wavevector and frequency of the incoming particles (neutron or photons)
~kout and ωout be the wavevector and frequency of the outgoing particles (neutron or photons)

Linear momentum and energy are given by the well known relations ~p = h̄~k and E = h̄ω.
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Elastic scattering

As previously noticed, in an elastic scattering event the energy conservation implies that

h̄ωout = h̄ωin (11.156)

and the momentum conservation
h̄~kout = h̄~kin + h̄ ~G , (11.157)

where ~G is a reciprocal lattice vector. Equation (11.157) corresponds to the Laue interference
condition, where the scattering vector is equal to a reciprocal lattice vector, ~K = ~G. Elastic
scattering from a crystal lattice can take place only if the impulse released to the lattice corresponds
to the in-phase movement of all the lattice points.

Inelastic scattering, general expression

Inelastic scattering takes place with exchange of energy and momentum between the probe (neu-
trons or photons) and the vibrational normal modes of the crystal.
The energy conservation equation is now

h̄ωout = h̄ωin −
∑
~qs

h̄ω(~qs) ∆n(~qs) , (11.158)

where ∆n(~qs) is the variation of the number of phonons of mode (~qs).
The momentum conservation law is

h̄~kout = h̄~kin + h̄ ~G −
∑
~qs

h̄~q∆n(~qs) , (11.159)

where h̄~q is the so-called crystal momentum (or quasi-momentum) of the phonons of mode (~qs).

One-phonon inelastic scattering

Let us now consider the inelastic processes where only one phonon is annihilated or created, and
the corresponding energy and momentum are exchanged with the radiation particles (neutrons or
photons).

a) One phonon of wavevector ~q and frequency ω is annihilated. The corresponding energy and
momentum are transferred from the crystal to particles of the probe:

- energy conservation
h̄ωout = h̄ωin + h̄ω(~qs) , (11.160)

- momentum conservation
h̄~kout = h̄~kin + h̄ ~G + h̄~q . (11.161)

b) One phonon of wavevector ~q and frequency ω is created. The corresponding energy and
momentum are transferred from the probe particles to the crystal:

- energy conservation
h̄ωout = h̄ωin − h̄ω(~qs) , (11.162)

- momentum conservation
h̄~kout = h̄~kin + h̄ ~G − h̄~q . (11.163)
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11.9.2 On the phonon crystal momentum
The conservation of total linear momentum of any isolated system is a consequence of the symmetry
of the Hamiltonian of the system with respect to any spatial translation.
The conservation of crystal momentum is instead connected to the lattice symmetry of a crystal.
For the sake of concreteness, let us consider the interaction of a neutron with a crystal lattice.
Let ~r and ~p be position and momentum of the neutron, ~R, ~u and ~P be position, instantaneous
displacement and momentum of the generic ion of the lattice.
The total Hamiltonian of the system is

H =
∑
~R

P 2(~R)

2M
+

1

2

∑
~R~R′

Φ
[
~R+ ~u(~R)− ~R′ − ~u(~R′)

]
+

p2

2m
+
∑
~R

V
[
~r − ~R− ~u(~R)

]
. (11.164)

Let us now consider two different operations.
A) A generic translation ~r0 in the real space, inducing the following transformations

~r → ~r + ~r0 (11.165)

~u(~R) → ~u(~R) + ~r0 . (11.166)

The invariance of the total Hamiltonian (11.164) with respect to these transformations leads to
the conservation of the total linear momentum.
B) A translation ~R0 in the real space, corresponding to a Bravais lattice vector, inducing the
following transformations

~r → ~r + ~R0 (11.167)

~u(~R) → ~u(~R− ~R0) . (11.168)

The invariance of the total Hamiltonian (11.164) with respect to these transformations leads to
the conservation of the crystal momentum and to (11.159).
[For more details, see Ashcroft-Mermin, Chapter 24 and Appendix M.]

11.9.3 Neutrons and photons scattering
Neutron and photon scattering are the most suited probes to study the atomic structure and the
lattice dynamical properties of condensed matter, by means of elastic and inelastic scattering,
respectively.

General properties of photons and neutrons

Let us review the different relation between energy and momentum (or equivalently between angular
frequency and wavevector) for photons and neutrons. We consider here only thermal neutrons, say
neutron thermalised at room temperature.
The relativistic relation energy-momentum is

E2 = (pc)2 + (mc2)2 . (11.169)

• For photons m = 0 and (11.169) becomes

E = pc . (11.170)

Numerical relations:

k[−1] = E[keV]/1.97 , s[] = 12.4/E[keV] .

• For thermal neutrons the kinetic energy is Ek � mc2 and (11.169) becomes

Ek = p2/2m. (11.171)

Numerical relation:
k[−1] = (E[keV]/2.08)

1/2
.
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Orders of magnitude of the quantities to be measured

In structural and lattice dynamical studies of crystals the quantities to be considered and their
order of magnitudes are the following

• Structural studies:

– lattice parameters and inter-atomic distances a ' 1Å

• Lattice dynamical studies:

– normal mode wavevectors q ' 1Å−1

– normal mode frequencies ω ' 1THz
– phonon energies E = h̄ω ' 0.01 eV

Neutrons

The order of magnitudes of relevant quantities for thermal neutrons are

λ ' 1Å , k ' 1Å−1
, E ' 50meV . (11.172)

Thermal neutrons are thus suitable for both structural and dynamical studies.

Neutrons for scientific research can be utilised at large national or international facilities. Two
kind of sources are available:

• Reactors, where neutrons are produced by the fission process as a continuous flux. The
largest facility of this type in Europe is the ILL laboratory in Grenoble.

• Accelerators, where neutrons are produced by the spallation process as a pulsed flux. The
largest facility of this type in Europe is the ISIS laboratory near Oxford (UK).

X-ray photons

The order of magnitudes of relevant quantities for X-ray photons are

λ ' 1Å , k ' 1Å−1
, E ' 10 keV . (11.173)

X-rays have the right wavelenghts for structural studies. The X-ray wavevectors are suitable for
dynamical studies. However, the X-ray energies are several orders of magnitude larger than the
phonon energies. The experimental difficulty of measuring relatively small variations of energy
(some meV over some keV) has been recently resolved thanks to the peculiar properties of Syn-
chrotron Radiation (high intensity, tunability and collimation). The largest facility for Synchrotron
Radiation in Europe, where inelastic X-ray scattering experiments can be performed, is the ESRF
laboratory in Grenoble.

Visible photons

The order of magnitudes of relevant quantities for visible photons are

λ ' 4000÷ 8000Å , k ' 10−4 Å−1
, E ' 1 eV . (11.174)

The inelastic scattering of visible photons gives information on the lattice dynamics near the BZ
centre, say for small q values, corresponding to long wavelengths modes. The suitable sources are
laser beams. One distinguishes

• Brillouins scattering if acoustic modes are studied
• Raman scattering if optic modes are studied
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11.10 Complements and demonstrations

11.10.1 Classical electron radius

The Thomson scattering length is often called Òclassical electron radiusÓ. The classical electron
radius is defined through a phenomenological argument: the potential energy of a charge e dis-
tributed on a spherical shell or on a homogeneous sphere of radius re is

U =
1

2

(
1

4πε0

e2

re

)
, U =

3

5

(
1

4πε0

e2

re

)
, (11.175)

respectively.
Neglecting the numerical pre-factors and equating the potential energy U to the relativistic rest
energy (

1

4πε0

e2

re

)
= mec

2 (11.176)

one obtains

re =
e2

4πε0 c2me
= 2.8× 10−15 m . (11.177)

11.10.2 Total Thomson cross section

Demonstration of (11.40):

σTh =

∫
σ(2θ, φ) dΩ

= r2
e

∫ 2π

0

dφ

∫ π

0

d(2θ) sin(2θ)
1 + cos2(2θ)

2
(11.178)

= 2π r2
e

[
1

2

∫ π

0

d(2θ) sin(2θ) +
1

2

∫ π

0

d(2θ) sin(2θ) cos2(2θ)

]
=

8

3
π r2

e

11.10.3 Thomson scattering intensity from Z electrons

Let us consider the amplitudes and intensities in electronic units. From (11.41) and (11.42),

Ie.u.( ~K) =

Z∑
i=1

ei
~K·~ri ×

Z∑
j=1

e−i
~K·~rj =

Z∑
i=1

ei
~K·~ri ×

e−i ~K·~ri +
∑
j 6=i

e−i
~K·~rj


= Z +

∑
i

∑
j 6=i

cos( ~K · ~rij) + i
∑
i

∑
j 6=i

sin( ~K · ~rij) , (11.179)

where ~rij = ~ri − ~rj . Since ~rij = −~rji, the sum over the sinusoidal terms is zero.
For Z = 2, say for two point-like electrons at positions ~r1 and ~r2, (11.179) becomes

Ie.u.( ~K) = 2 + 2 cos( ~K · ~r) . (11.180)

11.10.4 Scattering factor for spherically symmetric atoms

The atomic scattering factor is defined in (11.46) as

f0( ~K) =

∫
ρ(~r) ei

~K·~r dV . (11.181)

Let us consider a fixed ~K vector directed along the z axis, and let α be the angle between the
vector position ~r and ~K.
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The volume element can be expressed as the product

dV = (dr) (2πr sinα) (r dα) = 2πr2 sinαdr dα , (11.182)

where 0 ≤ r <∞ and 0 ≤ α < π.
The integral (11.181) becomes

f0( ~K) = 2π

∫ ∞
0

r2ρ(r) dr

∫ π

0

eiKr cosα sinαdα

= 2π

∫ ∞
0

r2 ρ(r) dr

[∫ π

0

cos(Kr cosα) sinαdα+ i

∫ π

0

sin(Kr cosα) sinαdα

]
= 4π

∫ ∞
0

r2 ρ(r)
sin(Kr)

Kr
dr = f0(K) ,

because the second integral in square parentheses is zero.

11.10.5 Potential for electron scattering from atoms

For a spherically symmetric charge distribution, the Poisson equation is conveniently written in
spherical coordinates.
The Laplacian in spherical coordinates is

∇2 =
∂2

∂r2
+

2

r

∂

∂r
+

1

r2

∂2

∂φ2
+

1

r2 tan θ

∂

∂φ
+

1

r2 sin2 φ

∂2

∂θ2
(11.183)

For spherical symmetry, the potential Φ doesn’t depend on the angles θ and φ, so that the Poisson
equation is

∂2Φ(r)

∂r2
+

2

r

∂Φ(r)

∂r
= − 1

ε0
[ρ+(r)− ρ−(r)] , (11.184)

where ρ(r) is the charge density per unit volume.
We assume the boundary condition

Φ(r)→ 0 for r →∞ . (11.185)

The total potential is the sum of the contributions from the positive and negative charges:

Φ(r) = Φ+(r) + Φ−(r) (11.186)

and the potential energy of the scattered electron is Ep(r) = −eΦ(r).

Contribution of the positive charge

The density of positive nuclear charge is

ρ+(r) = +Ze δ(r) . (11.187)

The simplest procedure to calculate Φ is to first find the electric field E(r) (Coulomb law) the
integrate over r, taking into account the boundary condition (11.185):

Φ+(r) =
1

4πε0

Ze

r
. (11.188)
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Figure 11.18: Left: potentials generated by a point-like positive charge (green) and by a spherical
homogeneous distribution of negative charge or radius R (red); the sum is the black thick line.
Centre: radial distribution of negative charge D(r). Right: corresponding realistic potentials. For
a scattered electron, the potential energy is Ep = −eΦ.

Ideal case: homogeneous distribution of negative charge

Let us consider a homogeneous negative distribution inside a sphere of radius R:

ρ−(r) =

{
−ρ if r < R

0 if r > R
(11.189)

with the normalisation condition

− 4π

∫ R

o

ρ r2 dr = −Ze . (11.190)

The potential is (Fig. 11.18, left)

Φ−(r) =

 −(ρ/6ε0) r2 − ρR2/6ε0 if r < R

−(1/4πε0) (Ze/r) if r > R
(11.191)

Realistic case of the distribution of negative charge in atoms

Let us introduce the radial distribution of negative charge (Fig. 11.18, centre)

D(r) = 4πr2 ρ−(r) . (11.192)

The corresponding potential is (Fig. 11.18, right)

Φ−(r) =
1

4πε0

[∫ r
0
D(r′) dr′

r′
+

∫ ∞
0

D(r′)

r′
dr′

]

11.10.6 Derivation of equation (11.91) (Debye formula)

Let us consider a fixed direction of ~K, e.g. along the z axis, and let the vector ~Rmn be randomly
oriented with respect to ~K. The angle α between the directions of ~K and ~Rmn is distributed within
the interval 0 ≤ α < π with probability density P (α) given by the ratio between the solid angle
subtended by α and the total solid angle 4π:

P (α) dα = (1/4π) 2π sinαdα = (1/2) sinαdα . (11.193)
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One can calculate the average〈
ei ~K·~R

〉
=

∫ π

0

cos[KR cosα]
1

2
sinαdα + i

∫ π

0

sin[KR cosα]
1

2
sinαdα . (11.194)

The second integral is zero, and the first one is∫ π

0

cos[KR cosα]
1

2
sinαdα =

sin(KR)

KR
. (11.195)

11.10.7 Derivation of the Laue interference function
The scattering amplitude factor due to the lattice is the Fourier transform of the lattice function.
For a finite crystal (see § 3.1 and 3.2)

Alat
e.u.(

~K) = F [L(~r)] =
∑

~T
ei
~K·~T

=

N1−1∑
n1=0

ein1
~K·~a1 ×

N2−1∑
n2=0

ein2
~K·~a2 ×

N3−1∑
n3=0

ein3
~K·~a3 (11.196)

=
eiN1

~K·~a1 − 1

ei ~K·~a1 − 1
× eiN2

~K·~a2 − 1

ei ~K·~a2 − 1
× eiN3

~K·~a3 − 1

ei ~K·~a3 − 1
.

The last equality is justified by
n−1∑
k=0

=
an − 1

a− 1
. (11.197)

The corresponding intensity is

Ie.u.( ~K) = Alat
e.u.( ~K)

[
Alat

e.u.( ~K)
]∗

=

(
eiN1

~K·~a1 − 1

ei ~K·~a1 − 1

) (
e−iN1

~K·~a1 − 1

e−i ~K·~a1 − 1

)
× . . . × . . .

=
sin2(N1

~K · ~a1/2)

sin2( ~K · ~a1/2)
× . . . × . . . (11.198)

where only the factors involving the primitive vector ~a1 have been written, the symbol . . . staying
for the similar factors involving ~a2 and ~a3.
The last equality is justified by

(eix − 1)(e−ix) = 2(1− cosx) = 2 sin2(x/2) . (11.199)

11.10.8 Average of exp(ix)
We want to demonstrate that

〈eix〉 = e−〈x
2〉/2 . (11.200)

For small values of x

From the power expansion of the exponential, for sufficiently small values of x

〈eix〉 = 1 + i〈x〉 − 1

2
〈x2〉 − 1

6
〈x3〉+ . . .

' 1− 1

2
〈x2〉 ' e−〈x

2〉/2 . (11.201)

The approximation x � 1 is generally not suitable for the case considered in Section 11.7, where
x = ~K · (~um − ~un). We have then to rely on the following most general demonstration.
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General demonstration for a gaussian distribution

Let us assume that x is normally distributed around the mean value x = 0:

ρ(x) =
α√
2π

e−α
2x2

. (11.202)

From the symmetry of the normal distribution and the parity properties of trigonometric functions

〈eix〉 = 〈cosx〉+ i 〈sinx〉 = 〈cosx〉 . (11.203)

We can thus evaluate 〈eix〉 as

〈eix〉 =

∫ +∞

−∞

α√
π
e−α

2x2

cosx dx = e−1/4α2

. (11.204)

On the other hand, it is well known that

〈x2〉 =

∫ +∞

−∞

α√
π
e−α

2x2

x2 dx =
1

2α2
. (11.205)

By substituting α from (11.205) into (11.204) one finds (11.200).
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Appendix A

Physical constants
and conversion factors

Table A.1: Values of some fundamental constants. The values including uncertainty are taken from
the 2014 compilation of CODATA [CODATA Recommended Values of the Fundamental Physical
Constants: 2014, by P. J. Mohr, D.B. Newell and B. N. Taylor, Rev. Mod. Phys. 88, 035009
(2016), Table XXXII].

Constant Symbol Value Unit

Speed of light in vacuum c 299 792 458 m s−1

Planck constant h 6.626 070 040(81)×10−34 J s
4.135 67×10−15 eV s

Planck constant reduced h̄ = h/2π 1.054 571 800(13)×10−34 J s
6.582 12×10−16 eV s

Elementary charge e 1.602 176 6208(98)×10−19 C
Electron mass me 9.109 383 56(11)×10−31 kg

0.510 998/,902(21) MeV/c2

Atomic mass unit u 1.660 539 040(20)×10−27 kg
9.31× 108 eV/c2

Rydberg constant R∞ 10 973 731 . 568 508(65) m−1

Avogadro constant NA 6.022 140 857(74)×1023 mol−1

Boltzmann constant kB 1.380 648 52(79)×10−23 J K−1

8.617 342(15)×10−5 eVK−1

Newtonian constant of gravitation G 6.674 08(31)×10−11 m3kg−1s−2

Table A.2: Conversions.

Energy electronvolt 1 eV = 1.602 176 5×10−19 J
Rydberg 1Ry ' 13.6 eV
Hartree 1Hartree ' 27.2 eV

Wavenumber Kayser (old) 1 cm−1 = 1.23984×10−4 eV
Electric dipole moment Debye 1D ' 3.336×10−30 C m
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